Notes on von Neumann algebras

Jesse Peterson

April 5, 2013






Chapter 1

Spectral theory

If A is a complex unital algebra then we denote by G(A) the set of elements
which have a two sided inverse. If x € A, the spectrum of z is

oa(z)={AeClz-AgG(A)}.
The complement of the spectrum is called the resolvent and denoted p4(x).

Proposition 1.0.1. Let A be a unital algebra over C, and consider x,y € A.
Then o a(zy) U {0} = oa(yx) U{0}.
Proof. If 1 — xy € G(A) then we have

(1—ya)(1+y(1—ay)'z)=1—yz+y(l —ay) 'z —yay(l —ay) 'z

=1—yr+y(l —zy)(1—ay) 'z =1
Similarly, we have
(1 +y(1—ay) )1 —y2) =1,
and hence 1 —yx € G(A). |
Knowing the formula for the inverse beforehand of course made the proof of

the previous proposition quite a bit easier. But this formula is quite natural to
consider. Indeed, if we just consider formal power series then we have

(1—y2) ' =) () =14y _(ay)")e =1+y(1 —ay) "=
k=0 k=0

1.1 Banach and (C*-algebras

A Banach algebra is a Banach space A, which is also an algebra such that
lzyll < [lz][ly]l-

3
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A Banach algebra A is involutive if it possesses an anti-linear involution s,
such that ||z*|| = ||z||, for all 2 € A.
If an involutive Banach algebra A additionally satisfies

lo* 2l = |,

for all z € A, then we say that A is a C*-algebra. If a Banach or C*-algebra
is unital, then we further require ||1]] = 1.

Note that if A is a unital involutive Banach algebra, and x € G(A) then
(x7=H)* = (z*)~1, and hence o4(z*) = oa(z).

Example 1.1.1. Let K be a locally compact Hausdorff space. Then the space
Co(K) of complex valued continuous functions which vanish at infinity is a C*-
algebra when given the supremum norm || f|lec = sup,cx |f(z)|. This is unital
if and only if K is compact.

Example 1.1.2. Let H be a complex Hilbert space. Then the space of all
bounded operators B(#) is a C*-algebra when endowed with the operator norm

[zl = supeepy, <1 1€l

Lemma 1.1.3. Let A be a unital Banach algebra and suppose x € A such that
[T — x| <1, then x € G(A).

Proof. Since ||1 — z|| < 1, the element y = >~ (1 — z)* is well defined, and it
is easy to see that xy = yx = 1. |

Proposition 1.1.4. Let A be a unital Banach algebra, then G(A) is open, and
the map x +— x~ 1 is a continuous map on G(A).

Proof. If y € G(A) and ||z —y|| < ||y~ then |1 — 2y~ || < 1 and hence by the
previous lemma zy~! € G(A) (hence also z = 2y~ 1y € G(A)) and

lzy ™ < >N =2y |
n=0

1
L=yl lly = =II

o
<Dy M ly = 2l =
n=0

Hence,

o=t =y M = llz= " (y — )y |

< Iy ey Ml My — ol < — ey .
L= ly=Hllly — ||
Thus continuity follows from continuity of the map ¢ — %t, att=0. W

Proposition 1.1.5. Let A be a unital Banach algebra, and suppose x € A, then
oa(x) is a non-empty compact set.
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Proof. If ||z|| < [\ then £ —1 € G(A) by Lemma 1.1.3, also 0 4(z) is closed by
Proposition 1.1.4, thus o 4(z) is compact.

To see that o4 (z) is non-empty note that for any linear functional ¢ € A*,
we have that f(z) = ¢((z — 2z)~1) is analytic on pa(x). Indeed, if 2,29 € pa(x)
then we have

(-2 —(x—2)" =(x—2)7" 2 —2)(x—2)""

Since inversion is continuous it then follows that

i LTG0 _ o)),

2—20 zZ— 2
We also have lim,_, f(z) = 0, and hence if 0 4(x) were empty then f would be
a bounded entire function and we would then have f = 0. Since ¢ € A* were
arbitrary this would then contradict the Hahn-Banach theorem. |

Theorem 1.1.6 (Gelfand-Mazur). Suppose A is a unital Banach algebra such
that every non-zero element is invertible, then A = C.

Proof. Fix x € A, and take A € o(x). Since z — A is not invertible we have that
xz — X =0, and the result then follows. |

If f(z) = Y p_oarz" is a polynomial, and = € A, a unital Banach algebra,
then we define f(z) = Y ,_, axz® € A.

Proposition 1.1.7. Let A be a unital Banach algebra, x € A and f a polyno-
mial. then oa(f(x)) = f(oa(z)).
Proof. If X € oa(z), and f(z) = Y}_,arz” then

F@) = FO) =D an(@® = A"
k=1

k—1
=(z—-X) Zak ij)\k_j_l,
k=1 j=0
hence f(A\) € oa(z). conversely if u & f(oa(x)) and we factor f — p as
f=n=on(z—=>2) (z =),
then since f(A\) — p # 0, for all A € ou(x) it follows that \; € oa(z), for
1 <4< n, hence f(z) — pu € G(4). [ ]
If A is a unital Banach algebra and = € A, the spectral radius of z is

r(x) = sup |\
A€o a(x)

Note that by Proposition 1.1.5 the spectral radius is finite, and the supremum
is attained. Also note that by Proposition 1.0.1 we have the very useful equality
r(xy) = r(yzx) for all z and y in a unital Banach algebra A. A priori the spectral
radius depends on the Banach algebra in which x lives, but we will show now
that this is not the case.
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Proposition 1.1.8. Let A be a unital Banach algebra, and suppose x € A.
Then lim,, o ||2™||*/" exists and we have

T n|l/n
r(@) = lim "]/,

Proof. By Proposition 1.1.7 we have r(2™) = r(x)", and hence

r(z)" < [la"]],

showing that r(x) < liminf,_, [|2"||*/".
To show that r(x) > limsup,, _, ., [|z™||*/", consider the domain Q = {z € C |
|z| > r(x)}, and fix a linear functional p € A*. We showed in Proposition 1.1.5

that z — o((x —2)~1) is analytic in © and as such we have a Laurent expansion

oo

ez -2 =37

n=0
for |z| > r(x). However, we also know that for |z| > ||z| we have

n—1

ol =3 2T

By uniqueness of the Laurent expansion we then have that

nfl)

ol - =3 AT

zn

n—1

for |z| > r(x).
Hence for |z| > r(x) we have that lim, “’(“Tzl"

functionals ¢ € A*. By the uniform boundedness principle we then have
flz" 1
2"

= 0, for all linear

limy, o0 =0, hence |z| > limsup,,_, [|="]'/™, and thus

r(z) > limsup||:1:”|\1/". [ ]
n— oo

Exercise 1.1.9. Suppose A is a unital Banach algebra, and I C A is a closed
two sided ideal, then A/ is again a unital Banach algebra, when given the norm
lla+I|| = infyer |ja + y||, and (a + I)(b+ 1) = (ab+ I).

Exercise 1.1.10. Let A be a unital Banach algebra and suppose x,y € A such
that xy = yx. Show that r(xy) < r(z)r(y).

1.2 The Gelfand transform

Let A be a abelian Banach algebra, the spectrum of A, denoted by o(A4), is
the set of continuous *-homomorphsims ¢ : A — C such that ||¢| = 1, which
we endow with the weak™-topology as a subset of A*.
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Note that if A is unital, and ¢ : A — C is a *-homomorphism, then it follows
easily that ker(¢) NG(A) = 0. In particular, this shows that ¢(x) € o(x), since
x — p(z) € ker(p). Hence, for all z € A we have |p(z)| < r(z) < ||z|. Since,
(1) =1 this shows that the condition ||¢|| = 1 is automatic in the unital case.

It is also easy to see that when A is unital o(A) is closed and bounded, by
the Banach-Alaoglu theorem it is then a compact Hausdorff space.

Proposition 1.2.1. Let A be a unital Banach algebra. Then the association
© > ker(p) gives a bijection between the spectrum of A and the space of mazimal
ideals.

Proof. If ¢ € 0(A) then ker(y) is clearly an ideal, and if we have a larger ideal
I, then there exists x € I such that p(z) # 0, hence 1 — z/p(z) € ker(p) C I
and so 1 = (1 —z/¢(z)) + x/p(z) € I which implies I = A.

Conversely, if I C A is a maximal ideal, then I N G(A) = 0 and hence
[1—y|l > 1 for all y € I. Thus, I is also an ideal and 1 ¢ I which shows
that I = I by maximality. We then have that A/I is a unital Banach algebra,
and since I is maximal we have that all non-zero elements of A/I are invertible.
Thus, by the Gelfand-Mazur theorem we have A/I = C and hence the projection
map 7 : A — A/I = C gives a continuous homomorphism with kernel I. |

Suppose A is a unital C*-algebra which is generated (as a unital C*-algebra)
by a single element x, if A € o4(x) then we can consider the closed ideal gen-
erated by x — A which is maximal since x generates A. This therefore induces
a map from o4(z) to o(A). We leave it to the reader to check that this map is
actually a homeomorphism.

Let A be a unital abelian Banach algebra, the Gelfand transform is the
map I': A — C(0(A)) defined by

I'(2)(p) = ¢(x).

Theorem 1.2.2. Let A be a unital abelian Banach algebra, then the Gelfand
transform is a contractive homomorphism, and T'(z) is invertible in C(o(A)) if
and only if x© is invertible in A.

Proof. Tt is easy to see that the Gelfand transform is a contractive homomor-
phism. Also, if z € G(A), then T'(a)['(a™!) = T'(aa™t) = T(1) = 1, hence I'(z) is
invertible. Conversely, if z & G(A) then since A is abelian we have that the ideal
generated by x is non-trivial, hence by Zorn’s lemma we see that x is contained
in a maximal ideal I C A, and from Proposition 1.2.1 there exists ¢ € o(A)
such that I'(z)(¢) = ¢(z) = 0. Hence, in this case I'(z) is not invertible. |

Corollary 1.2.3. Let A be a unital abelian Banach algebra, then o(I'(z)) =
o(x), and in particular |T'(z)]| = r(T(x)) = r(x), for all z € A.

1.3 Continuous functional calculus

Let A be a C*-algebra. An element z € A is:
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e normal if za* = z*z.

*

e self-adjoint if x = z*, and skew-adjoint if x = —x*.
e positive if x = y*y for some y € A.

e a projection if z* = 2?2 = z.

e unitary if A is unital, and x*x = zx* = 1.

e isometric if A is unital, and x*z = 1.

e partially isometric if x*x is a projection.

We denote by A, the set of positive elements, and a,b € A are two self-
adjoint elements then we write a < b if b — a € A;. Note that if z € A then
x*Aix C Ay, in particular, if a,b € A are self-adjoint such that a < b, then
z*axr < z*bx.

Proposition 1.3.1. Let A be a C*-algebra and x € A normal, then ||z|| = r(z).

Proof. We first show this if z is self-adjoint, in which case we have ||z?| = ||z||?,
and by induction we have ||z2"| = |z[|*" for all n € N. Therefore, ||z| =
lim,, o0 |22 [|?" = 7(2).

If z is normal then by Exercise 1.1.10 we have

l2]|* = lla*]| = r(z"2) < r(2*)r(2) = r(2)* < || =

Corollary 1.3.2. Let A and B be two unital C*-algebras and ® : A — B a
unital *-homomorphism, then ® is contractive. If ® is a x-isomorphism, then
P is isometric.

Proof. Since @ is a unital *-homomorphism we clearly have ®(G(4)) C G(B),
from which it follows that op(®(z)) C 0a(z), and hence r(®(x)) < r(z), for all
x € A. By Proposition 1.3.1 we then have

12(@)]* = [|@(a"2)|| = r(®(a"x)) < r(a*z) = ||l2"z]| = [«

If ® is a *-isomorphism then so is ®~! which then shows that ® is isometric.
|

Corollary 1.3.3. Let A be a unital complex involutive algebra, then there is at
most one norm on A which makes A into a C*-algebra.

Proof. If there were two norms which gave a C*-algebra structure to A then by
the previous corollary the identity map would be an isometry. |

Lemma 1.3.4. Let A be a unital C*-algebra, if x € A is self-adjoint then
oA (1’) C R.
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Proof. Suppose A = a+iff € 04(x) where a, 8 € R. If we consider y = z—a+1it
where t € R, then we have i(8 4 ¢) € 04(y) and y is normal. Hence,

B+1*<rm)?*=lyl* = ly"yl
(@ —a)? + 2] < |z — af* + £,

and since t € R was arbitrary it then follows that g = 0. |

Lemma 1.3.5. Let A be a unital Banach algebra and suppose x ¢ G(A). If
xn € G(A) such that ||z, — x| — 0, then ||z} — oco.

Proof. If ||z, 1| were bounded then we would have that |1 —zz, | < 1 for some
n. Thus, we would have that zz,! € G(A) and hence also z € G(A). [ ]

Proposition 1.3.6. Let B be a unital C*-algebra and A C B a unital C*-
subalgebra. If x € A then o4(x) = op(z).

Proof. Note that we always have G(A) C G(B). If z € A is self-adjoint such
that * ¢ G(A), then by Lemma 1.3.4 we have it € pa(z) for ¢ > 0. By the
previous lemma we then have

. a1y
lim [(z —at) ™| = oo,

and thus z ¢ G(B) since inversion is continuous in G(B).
For general z € A we then have

r€GA) e r'r e G(A) & z"r € G(B) & x € G(B).
In particular, we have ca(z) = op(z) for all x € A. [ |

Because of the previous result we will henceforth write simply o(x) for the
spectrum of an element in a C*-algebra.

Theorem 1.3.7. Let A be a unital abelian C*-algebra, then the Gelfand trans-
formT : A — C(o(A)) gives an isometric isomorphism between A and C(o(A)).

Proof. If x is self-adjoint then from Lemma 1.3.4 we have o(I'(z)) = o(z) C R,
and hence I'(z) = I'(z*). In general, if z € A we can write z as z = a + ib

where a = % and b = w are self-adjoint. Hence, T'(z*) = I'(a — ib) =
I'(a) —il'(b) =T'(a) +iT'(b) =T'(x) and so T is a *-homomorphism.

By Proposition 1.3.1, if x € A we then have

lz]|* = lla* || = r(a*z)
=r(C(a"z)) = [P(=") (@)l = [T ()],

and so I' is isometric, and in particular injective.

To show that I" is surjective note that I'(A) is self-adjoint, and closed since
I" is isometric. Moreover, I'(A) contains the constants and clearly separates
points, hence I'(4) = C(0(A)) by the Stone-Weierstrauss theorem. |
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Since we have seen above that if A is generated as a unital C*-algebra
by a single normal element z € A, then we have a natural homeomorphism
o(z) 2 o(A). Thus by considering the inverse Gelfand transform we obtain an
isomorphism between C'(o(x)) and A which we denote by f +— f(x).

Theorem 1.3.8 (Continuous functional calculus). Let A and B be a unital C*-
algebras, with x € A normal, then this functional calculus satisfies the following
properties:

(1) The map f — f(z) is a homomorphism from C(o(z)) to A, and if f(z) =
S o arz” is a polynomial, then f(x) =, _,arzk.

(i3) For f € C(o(x)) we have o(f(x)) = f(o(x)).
(#i1) If ® : A — B is a C*-homomorphism then ®(f(x)) = f(®(z)).

(i) If x, € A is a sequence of normal elements such that ||z, — x| — 0, Q is
a compact neighborhood of o(x), and f € C(Q), then for large enough n
we have o(x,) C Q and || f(xy) — f(x)] = 0.

Proof. Parts (i), and (ii) follow easily from Theorem 1.3.7. Part (iii) is obvious
for polynomials and then follows for all continuous functions by approximation.

For part (iv), the fact that o(z,) C Q for large n follows from continuity of
inversion. If we write C' = sup,, ||, || and we have € > 0 arbitrary, then we may
take a polynomial g : Q — C such that || f — ¢]|ec < £ and we have

limsup || f(zn) = f(2)]| < 2[f = gllocC + lim sup lg(zn) +g(z)| < 2Ce.

n—roo

Since € > 0 was arbitrary we have lim, o ||f(2z,) — f(2)]| = 0. |

1.3.1 The non-unital case

If A is not a unital C*-algebra then we may consider the space A = A® C which
is a *x-algebra with multiplication

(z®a)-(yop) = (ry+ay + Br) ®ap,
and involution (z @ a)* = z* @ @. We may also place a norm on A given by

lz@all=sup [zy+ayl.
yeA,|lylI<1

We call A the unitization of A.

Proposition 1.3.9. Let A be a non-unital C*-algebra, then the unitization A
is again a C*-algebra, and the map x — x @0 is an isometric *-isomorphism of
A onto a mazimal ideal in A.
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Proof. The map z — « @ 0 is indeed isometric since on one hand we have
[z @ 0l = supyea, jy<1 lzyll < [lz[, while on the other hand if z # 0, and we
set y = a*/[|a*| then we have ||z|| = |lz*||/[|2*| = [lzy| <[z ® O]

The norm on A is nothing but the operator norm when we view A as acting
on A by left multiplication and hence we have that this is at least a semi-
norm such that |lzy| < ||lz|/||y|l, for all 2,y € A. To see that this is actually
a norm note that if & # 0, but ||z @ | = 0 then for all y € A we have
lzy + ayl] < ||z @ af||ly|l = 0, and hence e = —x/« is a left identity for A.
Taking adjoints we see that e* is a right identity for A, and then e = ee* = e*
is an identity for A which contradicts that A is non-unital. Thus, || - || is indeed
a norm.

It is easy to see then that A is then complete, and hence all that remains
to be seen is the C*-identity. Since, each for each y € A, ||y|| < 1 we have
(yo0)*(z@a) € AG 0= A it follows that the C*-identity holds here, and so

Iz ®a)*(z @ a)| = [l(y®0)"(z®a)'(z & a)(y @ 0)
= Iz ® a)(y ® 0)]I*.

Taking the supremum over all y € A, |ly|| < 1 we then have
Iz @) (@®a)] > z@al* > [z ® ) (z & a)]. =

Lemma 1.3.10. If A is a non-unital abelian C*-algebra, then any norm 1
multiplicative linear functional ¢ € o(A) has a unique extension @ € A.

Proof. If we consider ¢(z @ a) = p(z) + « then the result follows easily. [ |

In particular, this shows that (A) is homeomorphic to o(A) \ {¢e} where
o is defined by p(z,a) = a. Thus, o(A) is locally compact.

If € A then the spectrum o(z) of x is defined to be the spectrum of
2 @®0 € A. Note that for a non-unital C*-algebra A, since A C A is an ideal it
follows that 0 € o(z) whenever x € A.

By considering the embedding A ¢ A we are able to extend the spectral
theorem and continuous functional calculus to the non-unital setting. We leave
the details to the reader.

Theorem 1.3.11. Let A be a non-unital abelian C*-algebra, then the Gelfand
transform T' : A — Co(o(A)) gives an isometric isomorphism between A and

Co(o(A))-

Theorem 1.3.12. Let A be a C*-algebra, and x € A a normal element, then
if f € C(o(x)) such that f(0) =0, then f(x) € A C A.

Exercise 1.3.13. Suppose K is a non-compact, locally compact Hausdorff
space, and K U {oo} is the one point compactification. Show that we have

e~

a natural isomorphism C(K U {oco}) = Cy(K).
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1.4 Applications of functional calculus

Given any element z in a C*-algebra A, we can decompose x uniquely as a
sum of a self-adoint and skew-adjoint elements ”‘2“”* and T_QT . We refer to the
self-adjoint elements ”“‘27" and z”; L the real and imaginary parts of x, note
that the real and imaginary parts of z have norms no grater than that of x.
Also, if x € A is self-adjoint then from above we know that o(z) C R,
hence by considering z,+ = (0 V t)(z) and x— = —(0 A t)(x) it follows easily
from functional calculus that o(zy),o(z_) C [0,00), zyz_ = z_z4 = 0, and
x=1zy —x_. We call x; and x_ the positive and negative parts of z.

1.4.1 The positive cone

Lemma 1.4.1. Suppose we have self-adjoint elements x,y € A such that o(x),o(y) C
[0,00) then o(xz +y) C [0, 00).

Proof. Let a = ||z||, and b = ||y||. Since z is self-adjoint and o(x) C [0,00)
we may use the spectral radius formula to see that ||ja — z|| = r(a — z) = a.
Similarly we have ||b — y|| = b and since ||z + y|| < a + b we have

sup {a+b—A}t=r((a+b)—z)=|(a+b)—(z+y
Ao (z+y)

<z —all+ly bl =a+b.
Therefore, o(z 4+ y) C [0, 0). [ |

Proposition 1.4.2. Let A be a C*-algebra. A normal element x € A is

(1) self-adjoint if and only if o(x) C R.

)

(1) positive if and only if o(x) C [0, 00).

(#i7) unitary if and only if o(x) C T.

(iv)

Proof. Parts (i), (iii), and (iv) all follow easily by applying continuous functional
calculus. For part (ii) if # is normal and o(x) C [0,00) then z = (1/7)? =
(v/T)*\/x is positive. It also follows easily that if x = y*y where y is normal
then o(x) C [0,00). Thus, the difficulty arises only when z = y*y where y is
perhaps not normal.

Suppose x = y*y for some y € A, to show that o(z) C [0, 00), decompose z
into its positive and negative parts © = x —x_ as described above. Set z = yx_
and note that z*2 = z_(y*y)r_ = —23 , and hence o(22*) C 0(2*2) C (—00,0].

If 2 = a+ib where a and b are self-adjoint, then we have zz*+42*z = 2a% 4202,
hence we also have o(zz* + z*z) C [0,00) and so by Lemma 1.4.1 we have
o(2*2) = o((2a% 4 2b%) — 22*) C [0,00). Therefore o(—22) = o(2*2) C {0} and
since x_ is normal this shows that 2 = 0, and consequently z_ = 0. |

a projection if and only if o(x) C {0,1}.
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Corollary 1.4.3. Let A be a C*-algebra. An element x € A is a partial isometry
if and only if ©* is a partial isometry.

Proof. Since z*z is normal, it follows from the previous proposition that x is a
partial isometry if and only if o(z*z) C {0,1}. Since o(z*z)U{0} = o(zz*)U{0}
this gives the result. |

Corollary 1.4.4. Let A be a C*-algebra, then the set of positive elements forms
a closed cone. Moreover, if a € A is self-adjoint, and A is unital, then we have
a < [laf.

Note that if z € A is an arbitrary element of a C*-algebra A, then from above

we have that x*x is positive and hence we may define the absolute value of x
as the unique element |z| € A such that |z|> = z*z.

Proposition 1.4.5. Let A be a unital C*-algebra, then every element is a linear
combination of four unitaries.

Proof. If x € A is self-adjoint and |z|| < 1, then u = = 4+ i(1 — 22)Y/2 is a
unitary and we have © = u + u*. In general, we can decompose x into its
real and imaginary parts and then write each as a linear combination of two
unitaries. [

Proposition 1.4.6. Let A be a C*-algebra, and suppose x,y € A, such that

x <y, then \/x < \/y. Moreover, if A is unital and x,y € A are invertible, then
-1 -1

y <z

Proof. First consider the case that A is unital and x and y are invertible, then
we have
Y~y 12 <

hence
xl/zy_1x1/2 < Hx1/2y_1x1/2|\ _ r(x1/2y_1x1/2)
=r(y " ay~1?) < 1.

—1/2

Conjugating by x gives y~! <z 1.

We also have
ly= 22 /2)? = ||y~ 22y~ 12| < 1,

therefore
Y~ VA2 =1/ < |y VA 2= (A2 -1/
= r(y~ Y222y < |y~ V2 V?|| < 1.
Conjugating by y/* gives 21/2 < y'/2.
In the general case we may consider the unitization of A, and note that if

e > 0, then we have 0 < x + ¢ < y + ¢, where x + ¢, and y + ¢ are invertible,
hence from above we have

(z+e)/? < (y+e)/2

Taking the limit as € — 0 we obtain the result. |
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In general, a continuous real valued function f defined on an interval I is said
to be operator monotone if f(a) < f(b) whenever o(a),o(b) C I, and a < b.
The previous proposition shows that the functions f(t) = v/#, and f(t) = —1/t,
t > 0 are operator monotone.

Corollary 1.4.7. Let A be a C*-algebra, then for z,y € A we have |zy| <
[yl

Proof. Since |xy|? = y*x*zy < ||z||?y*y, this follows from the previous proposi-
tion. u

1.4.2 Extreme points

Given a involutive normed algebra A, we denote by (A); the unit ball of A, and
Ag .. the subspace of self-adjoint elements.

Proposition 1.4.8. Let A be a C*-algebra.

(i) The extreme points of (Ay)1 are the projections of A.

(i4) The extreme points of (As.a.)1 are the self-adjoint unitaries in A.
(#it) Fuvery extreme point of (A)1 is a partial isometry in A.

Proof. (i) If z € (Ay)1, then we have 2 < 2z, and « = 322+ 1 (22— 2?%). Hence
if 2 is an extreme point then we have z = 22 and so x is a projection. For the
converse we first consider the case when A is abelian, and so we may assume
A = Cy(K) for some locally compact Hausdorff space K. If z is a projection
then x = 1 is the characteristic function on some open and closed set £ C K,
hence the result follows easily from the fact that 0 and 1 are extreme points of
[0, 1].

For the general case, suppose p € A is a projection, if p = %(a + b) then
%a:p—b < p, and hence 0 < (1 — p)a(l — p) < 0, thus a = ap = pa. We
therefore have that a, b, and p commute and hence the result follows from the
abelian case.

(ii) First note that if A is unital then 1 is an extreme point in the unit ball.
Indeed, if 1 = % (a+b) where a,b € (A)1, then we have the same equation when
replacing a and b by their real parts. Thus, assuming a and b are self-adjoint we
have %a =1- %b and hence a¢ and b commute. By considering the unital C*-
subalgebra generated by a and b we may assume A = C(K) for some compact
Hausdorff space K, and then it is an easy exercise to conclude that a = b = 1.

If w is a unitary in A, then the map = — ux is a linear isometry of A, thus
since 1 is an extreme point of (A); it follows that u is also an extreme point. In
particular, if u is self-adjoint then it is an extreme point of (Ag.a )1

Conversely, if © € (Asa,.)1 is an extreme point then if z, = %(a +b) for
a,b € (Ay)1, then 0 = z_zy2_ = (z_az_ + x_bx_) > 0, hence we have
(a'?x_)*(a'?x_) = x_ax_ = 0. We conclude that az_ = z_a = 0, and
similarly bx_ = x_b = 0. Thus, a —z_ and b — x_ are in (4s,. )1 and & =
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1((@—=2-) + (b—2_)). Since z is an extreme point we conclude that z =
a—2x_ =b—x_ and hence a =b=z4.

We have shown now that z is an extreme point in (Ay); and thus by part
(i) we conclude that z is a projection. The same argument shows that x_ is
also a projection, and thus z is a self-adjoint unitary.

(iii) If € (A); such that 2*z is not a projection then by applying functional
calculus to z*x we can find an element y € A, such that x*xy = yax*x # 0,
and [|z(1 £ y)||? = [Jz*z(1 £ y)?|| < 1. Since xy # 0 we conclude that z =

1((z + zy) + (z — zy)) is not an extreme point of (A);. [ ]

1.4.3 Ideals and quotients

Theorem 1.4.9. Let A be a C*-algebra, and let I C A be a left ideal, then
there exists an increasing net {ax}x C I of positive elements such that for all
x € I we have

||[xax — z|| — 0.

Moreover, if A is separable then the net can be taken to be a sequence.

Proof. Consider A to be the set of all finite subsets of I C A C A, ordered by
inclusion. If A € A we consider

ha=Y o'z, ax=|Aha(l+ [Aha) 7
TEA

Then we have ay € I and 0 < ay < 1. If A < ) then we clearly have h) < hy/
and hence by Proposition 1.4.6 we have that

1 1 B VAN | B VAN | -1
— | — 4+ hy < — | — 4+ hyv < —|—4+h .
v (Xﬁ ) A|(|A|+ ) = (w* )

Therefore

=1 1 1+h _1<1 ! 1+h _1—
DTN T = T A ) T

If y € A then we have

(Y(1—an)*(y(1 —ax) <D (@(1—ax)"(@(1 —ax)) = (1 —ax)ha(l = ax).

TEA

But [[(1 — ax)ha(1 — ax)|| = |[ha(1 + [ARy) 72 < ﬁ, from which it follows
easily that ||y —yax| — 0, for all y € I.
If A is separable then so is I, hence there exists a countable subset {Zn}nen C
I which is dense in I. If we take A\, = {z1,...,2,}, then clearly a,, = a,, also
satisfies
ly — yan|| — 0. u
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We call such a net {a)} a right approximate identity for I. If I is self-
adjoint then we also have ||ayz — z|| = ||z*a) — 2*|| = 0 and in this case we call
{a)} an approximate identity. Using the fact that the adjoint is an isometry
we also obtain the following corollary.

Corollary 1.4.10. Let A be a C*-algebra, and I C A a closed two sided ideal.
Then I is self-adjoint. In particular, I is a C*-algebra.

Exercise 1.4.11. Show that if A is a C*-algebra such that x <y = 22 <y?,
for all z,y € Ay, then A is abelian.

Exercise 1.4.12. Let A be a C*-algebra and I C A a non-trivial closed two
sided ideal. Show that A/I is again a C*-algebra.



Chapter 2

Operators on Hilbert space

Recall that if H is a Hilbert space then B(#), the algebra of all bounded linear
operators is a C*-algebra with norm

[zl = sup lzg]],
£eM,|€lI<1

and involution given by the adjoint, i.e., * is the unique bounded linear operator
such that

(& a™n) = (@€, n),
for all £, € H.
Lemma 2.0.13. Let H be a Hilbert space and consider x € B(H), then ker(z) =
R(z*)*.

Proof. If £ € ker(z), and n € H, then (§,2*n) = (x€,n) = 0, hence ker(z) C
R(z*)t. If € € R(z*)* then for any n € H we have (z€, 1) = (£, 2*n) = 0, hence
¢ € ker(x). [ ]
Lemma 2.0.14. Let H be a Hilbert space, then an operator x € B(H) is

(1) normal if and only if ||x&|| = ||=*&||, for all § € H.
(i) self-adjoint if and only if (x€,&) € R, for all § € H.

an isometry if and only if ||z€|| = ||£]|, for all £ € H.

)
)
(iii) positive if and only if (x€,€) > 0, for all € € H.
(iv)
)

(v

a projection if and only if x is the orthogonal projection onto some closed
subspace of H.

(vi) a partial isometry if and only if there is a closed subspace K C H such
that xx is an isometry while x 1 = 0.

Proof.

17
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(i) If 2 is normal than for all ¢ € H we have ||z€||? = (x*2¢, &) = (va*€, &) =
lz*¢||?. Conversely, is ((x*z — zz*)€,€) = 0, for all €& € H, then for all
&,m € H, by polarization we have

3

(" —xa®)&m) = Y i*{(a" e — aa*)(E + i), (€ +i*n)) = 0.

k=0

Hence x*x = xx*.

(ii) If & = «* then (x€,&) = (£, 2€) = (x&,£). The converse follows again by a
polarization argument.

(iii) If # = y*y, then (x€,€) = ||y€]|> > 0. Conversely, if (x€,€) > 0, for
all £ € H then we know from part (b) that x is self-adjoint, and for all
a > 0 we have ((z +a)¢, &) > al|€||*. This shows that x + a is an injective
operator with dense image (since the orthogonal complement of the range
is trivial). Moreover, by the Cauchy-Schwarz inequality we have

alléll® < {(z +a), &) < [z + a)éllli€]l,

and hence al|&|| < ||(z + a)€]|, for all £ € H. In particular this shows that
the image of « + a is closed since if {(z + a)&,} is Cauchy then {&,} is
also Cauchy. Therefore (z + a) is invertible and al|(z + a) ~¢|| < |||, for
all ¢ € H, showing that (z + a)~! is bounded. Since a > 0 was arbitrary
this shows that o(z) C [0,00) and hence x is positive.

(iv) If z is an isometry then z*x = 1 and hence ||2¢|? = (z*z¢, &) = ||€]|? for
all £ € H. The converse again follows from the polarization identity.

(v) If = is a projection then let K = R(z) = ker(z)!, and note that for all
£ e K,n e ker(x),z¢ € R(x) we have (x€,n+ x() = (£, x(), hence z€ € K,
and z€ = £. This shows that x is the orthogonal projection onto the
subspace K.

(vi) This follows directly from iv and v. [ |

Proposition 2.0.15 (Polar decomposition). Let H be a Hilbert space, and x €
B(H), then there exists a partial isometry v such that x = v|z|, and ker(v) =
ker(|z|) = ker(x). Moreover, this decomposition is unique, in that if © = wy
where y > 0, and w is a partial isometry with ker(w) = ker(y) then y = |z|, and
w=wv.

Proof. We define a linear operator vg : R(|z|) — R(x) by vo(|z|§) = &, for
& € H. Since |||z|&|| = ||z€]|, for all £ € H it follows that vy is well defined and
extends to a partial isometry v from R(|z|) to R(z), and we have v|z| = x. We
also have ker(v) = R(|z|)* = ker(|z|) = ker(x).

To see the uniqueness of this decomposition suppose x = wy where y > 0,
and w is a partial isometry with ker(w) = ker(y). Then |z|? = 2*x = yw*wy =
y?, and hence |z| = (|z|?)"/? = (y*)'/? = y. We then have ker(w) = R(\x|)L,
and ||w|z|¢]| = ||z£]|, for all £ € H, hence w = v. [ |
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2.1 Trace class operators

Given a Hilbert space H, an operator x € B(H) has finite rank if R(z) =
ker(z*)= is finite dimensional, the rank of z is dim(R(z)). We denote the space
of finite rank operators by FR(H). If x is finite rank than R(z*) = R(x‘*ker(I*)L)
is also finite dimensional being the image of a finite dimensional space, hence
we see that x* also has finite rank. If £, 7 € H are vectors we denote by £ ® 7
the operator given by

€ @m() = (¢

Note that (£ ®@7)* = n®¢&, and if ||€]| = ||n]| = 1 then ¢ ® 77 is a rank one
partial isometry from Cn to C£. Also note that if x,y € B(H), then we have

(€ @n)y = (2€) ® (y*n).

From above we see that any finite rank operator is of the form pxq where
p,q € B(H) are projections onto finite dimensional subspaces. In particular this
shows that FR(H) =sp{{ @7 | &, n € H}

Lemma 2.1.1. Suppose x € B(H) has polar decomposition x = v|x|. Then for
all € € H we have

2[(x¢, &)| < (|@[€, &) + (|z[v"E,v™E).
Proof. It A € C such that |A| = 1, then we have
0 < [[(|]/* = N[/ 20")€]|?
= llz[*/2€]1* = 2Re(X(|a|'/%¢, 207 €)) + |[[]/*0*€%.
Taking X such that X(|z|'/2¢, |z|*/2v*€) > 0, the inequality follows directly. M

If {¢;} is an orthonormal basis for H, and « € B(H) is positive, then we
define the trace of z to be

Tr(z) = Z@fufﬁ-

Lemma 2.1.2. If x € B(H) then Tr(z*z) = Tr(zz*).

Proof. By Parseval’s identity and Fubini’s theorem we have

> (ot &) ZZ (x&,&)(&5, 2&i)
= ZZ (&2 ) (&, 2*) = Z<m £,)- u

Corollary 2.1.3. If x € B(H) is positive and u is a unitary, then Tr(u*zu) =
Tr(x). In particular, the trace is independent of the chosen orthonormal basis.

Proof. If we write x = y*y, then from the previous lemma we have

Tr(y*y) = Tr(yy™) = Tr((yu)(w'y”)) = Tr(u™(y"y)u). u
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An operator x € B(H) is said to be of trace class if ||z||; := Tr(|z|) < oo.
We denote the set of trace class operators by L'(B(#H)) or L' (B(H), Tr).

Given an orthonormal basis {¢;}, and = € L*(B(H)) we define the trace of
x by

By Lemma 2.1.1 this is absolutely summable, and
2| Tr(z)| < Tr(|z]) + Tr(v]z|o®) < 2([z]];.

Lemma 2.1.4. L'(B(H)) is a two sided self-adjoint ideal in B(H) which co-
incides with the span of the positive operators with finite trace. The trace is
independent of the chosen basis, and || - ||1 is a norm on L'(B(H)).

Proof. If z,y € L*(B(H)) and we let 2+y = w|z+y| be the polar decomposition,
then we have w*z, w*y € L' (B(H)), therefore Y (|z+y|&;, &) = > (w* &, &)+
(w*y&;, &) is absolutely summable. Thus z +y € L' (B(H)) and

[z +yll < flw el + lwylls <zl + [yl

Thus, it follows that L'(B(H)) is a linear space which contains the span of the
positive operators with finite trace, and || - ||; is a norm on L'(B(H)).
If z € LY(B(H)), and a € B(H) then

3
dal|z| = Zik(a + i) z|(a + %),
k=0

and for each k we have
Tr((a + i*)|z|(a + i*)*) = Te(|2?|a + i*?|2['/?) < [la + i*|)* Te(|x)).

Thus if we take a to be the partial isometry in the polar decomposition of x
we see that z is a linear combination of positive operators with finite trace, (in
particular, the trace is independent of the basis). This also shows that L!(B(#))
is a self-adjoint left ideal, and hence is also a right ideal. |

Theorem 2.1.5. If z € LY(B(H)), and a,b € B(H) then
]l < fl=fly

lazblly < {lal[ []b]l ],

and
Tr(az) = Tr(za).

Proof. Since the trace is independent of the basis, and [|z|| = supgcy <1 |Z€]l
it follows easily that ||z| < ||z]1.

Since for z € LY(B(H)), and a € B(H) we have |az| < ||al||z| it follows that
laz ]y < flallllz]l. Since [lz][; = [l=*[]y we also have [lzb]x < [[b][flz|:-
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Since the definition of the trace is independent of the chosen basis, if z €
LY(B(H)) and u € U(H) we have

Tr(eu) = Y (wu, &) = > (uzuy, ué;) = Tr(uz).

% i

Since every operator a € B(H) is a linear combination of four unitaries this also
gives
Tr(za) = Tr(ax). [ |

We also remark that for all £, € H, the operators £ ® 77 satisfy Tr({ ® 77) =
(€,m). Also, it’s easy to check that FR(H) is a dense subspace of L!'(B(H)),
endowed with the norm || - ||;.

Proposition 2.1.6. The space of trace class operators Lt (B(H)), with the norm
Il |l1 is @ Banach space.

Proof. From Lemma 2.1.4 we know that || - ||; is a norm on L'(B(H)) and
hence we need only show that L'(B(#)) is complete. Suppose z,, is Cauchy in
LY(B(H)). Since ||z, — 2| < |20 — 2m||1 it follows that x,, is also Cauchy in
B(#), therefore we have ||z —z,|| — 0, for some xz € B(H), and by continuity of
functional calculus we also have |||z|—|z, ||| — 0. Thus for any finite orthonormal
set M1, ...,M, we have

k k
Z<|$|m‘ﬂ7i> = nh_{go Z<|33n|77i,77z‘>
=1 i=1
< lim [|zp])1 < 0.
n—oo

Hence x € LY(B(H)) and ||z|1 < lim, o0 ||70]]1-

If we let € > 0 be given and consider N € N such that for all n > N we have
|zn — N1 < €/3, and then take Ho C H a finite dimensional subspace such
that [lzn Py |1, [Pyt [lv < &/3. Then for all n > N we have

o — @y
< (@ = 20)Prglh + 2Prz — on ot Il + [[(@x — 20) Pt |l
< (@ = ) Prgl + <.

Since ||z — x| — 0 it follows that |[(x — z,)Py,ll1 — 0, and since € > 0 was
arbitrary we then have ||z — z,|; — 0. [ ]

Theorem 2.1.7. The map ¢ : B(H) — LY (B(H))* given by ¥4(z) = Tr(az),
fora € B(H), x € LY(B(H)), is a Banach space isomorphism.

Proof. From Theorem 2.1.5 we have that 1 is a linear contraction.

Suppose ¢ € L (B(H))*, then (&,7) — (£ ®7) defines a bounded sesquilin-
ear form on H and hence there exists a bounded operator a € B(H) such that
(a&,n) = p(§ ®T), for all £,n € H. Since the finite rank operators is dense in
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LY(B(H)), and since operators of the form & ® 7 span the finite rank operators
we have ¢ = 1),, thus we see that 1 is bijective.
We also have

fall = sup [(a&,n)l
§,neEH,
Il lInll <1
= sup |Tr(a(§®@m)| < [[Yall-

EneEH,
Il lInll <1

Hence 1) is isometric. |

2.2 Hilbert-Schmidt operators

Given a Hilbert space H and « € B(H), we say that x is a Hilbert-Schmidt op-
erator on H if |z|? € L*(B(H)). We define the set of Hilbert-Schmidt operators
by L?(B(H)), or L*(B(H), Tr).

Lemma 2.2.1. L?(B(H)) is a self-adjoint ideal in B(H), and if v,y € L?(B(H))
then zy,yx € LY(B(H)), and

Tr(zy) = Tr(yz).

Proof. Since |z +y|? < |z +y|? + |z —y|? = 2(|z|* + |y|?) we see that L2(B(H))
is a linear space, also since |az|?> < ||al|?|x|? we have that L?(B(H)) is a left
ideal. Moreover, if & = wv|z| is the polar decomposition of = then we have
rz* = v|z|?v*, and thus 2* € L2(B(H)) and Tr(zz*) = Tr(z*x). In particular,
L?(B(H)) is also a right ideal.

By the polarization identity

3
dy'x =) il + ity
k=0

we have that y*z € L' (B(H)) for z,y € L*(B(H)), and

3
4Tr(y*x) = Z i Tr((z + i%y)* (x + %))
k=0

w ||

= " Tr((z 4+ i*y)(x 4+ i*y)*) = 4 Tr(ay™). [ ]
k=0

From the previous lemma we see that the sesquilinear form on L?(B(H))
give by
(z,y)2 = Tr(y"z)
is well defined and positive definite. We again have ||azb|2 < ||a|| ||b]| ||z]|2, and
any x € L?(B(H)) can be approximated in || - || by operators px where p is a
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finite rank projection. Thus, the same argument as for the trace class operators
shows that the Hilbert-Schmidt operators is complete in the Hilbert-Schmidt
norm.

Also, note that if x € L2(B(H)) then since ||y < ||yl for all y € L2(B(H))
it follows that

lzllz= sup |Tr(y*z)]
yeL?(B(H)),
lyll2<1

< suwplyllllzll < [l
yEL2(B(H)),
lyll2<1

Proposition 2.2.2. Let H be a Hilbert space and suppose x,y € L?*(B(H)),
then

eyl < llzll2llyll2-

Proof. If we consider the polar decomposition zy = v|zy|, then by the Cauchy-
Schwarz inequality we have

lzylly = [Tr(v*zy)| = [{y, 2" v)2]
< llz*vll2llylls < llzll2llyll2- |

If H and K are Hilbert spaces, then we may extend a bounded operator
x: " — K to a bounded operator & € B(H®K) by Z({bn) = 0@ x€. We define
HS(H, K) as the bounded operators = : H — K such that # € L*(B(H @ K)).
In this way HS(H, K) forms a closed subspace of L?(B(H @ K)).

Note that HS(#,C) is the dual Banach space of H, and is naturally anti-
isomorphic to H, we denote this isomorphism by & +— & We call this the
conjugate Hilbert space of H, and denote it by H. Note that we have the
natural identification % = . Also, we have a natural anti-linear map = — T
from B(H) to B(H) given by z€ = z€.

If we wish to emphasize that we are considering only the Hilbert space as-
pects of the Hilbert-Schmidt operators, we often use the notation HRK for the
Hilbert-Schmidt operators HS(#, K). In this setting we call H®K the Hilbert
space tensor product of H with K. Note that if {¢;}; and {n, }; form orthonor-
mal bases for H and K, then {{; ® n;}; ; forms an orthonormal basis for H®K.
We see that the algebraic tensor product H®/K of H and K can be realized as the
subspace of finite rank operators, i.e., we have HQK = sp{é®n | £ € H,n € K}.

If z € B(H) and y € B(K) then we obtain an operator z @ y € B(H ® K)
which is given by (z ® y)h = zhy*. We then have that ||z ® y|| < ||z||||y||, and
(z@y)(l@n) = (x) @ (yn) for all £ € H, and n € K.

If (X, p) is a measure space then we have a particularly nice description of
the Hilbert-Schmidt operators on L?(X, ).

Theorem 2.2.3. For each k € L*(X x X, ux 1) the integral operator Ty, defined
by
T(o) = [ Hap)eduty), € € LX)
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is a Hilbert-Schmidt operator on L*(X,p). Moreover, the map k +— Ty is a
unitary operator from L?(X x X,u x p) to L*(B(L?(X, u))). Moreover, if we
define k*(z,y) = k(z,y) then we have T} = Tj-.

Proof. For all n € L*(X, i), the Cauchy-Schwarz inequality gives

(2, )& WIn@) e < 1E[2l1E0 22w nll2-

This shows that T}, is a well defined operator on L?(X, u) and ||Tk|| < ||k|l2. If
{&}; gives an orthonormal basis for L?(X, p) and k(z,y) = > a; ;&(2)€;(y) is
a finite sum then for n € L?(X, u) we have

Tin =Y i (&) = O ai& @ §m.

Thus, |Tx]l2 = | 3 @i ;& ® &ll2 = ||k||2, which shows that k — T} is a unitary
operator.
The same formula above also shows that T} = Tj-. |

2.3 Compact operators

We denote by H; the unit ball in H.

Theorem 2.3.1. For x € B(H) the following conditions are equivalent:

(i) 2 e FRH) .

(ii) x restricted to Hy is continuous from the weak to the norm topology.
(791) x(H1) is compact in the norm topology.
(tv) x(H1) has compact closure in the norm topology.

Proof. (i) = (ii) Let {n}a be net in H; which weakly converges to {. By
hypothesis for every ¢ > 0 there exists y € FR(H) such that ||z — y|| < e. We
then have

|2€ — 2éall < Y€ — yéall + 2¢.

Thus, it is enough to consider the case when z € FR(H). This case follows
easily since then the range of x is then finite dimensional where the weak and
norm topologies agree.

(i) == (iii) H; is compact in the weak topology and hence z(H;) is
compact being the continuous image of a compact set.

(ili) == (iv) This implication is obvious.

(iv) = (i) Let P, be a net of finite rank projections such that || P,{—£|| —
0 for all £ € H. Then P,z are finite rank and if || P,z — z|| /4 0 then there exists
e >0, and &, € H; such that ||z€, — Poz&s|| > €. By hypothesis we may pass
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to a subnet and assume that x&, has a limit & in the norm topology. We then
have

€ < |#€a — Pawbal < (1€ = Pagll + (1 = Pa)(2€a — &)l
< [I1€ = Poll + [J26a =&l = 0,

which gives a contradiction. |

If any of the above equivalent conditions are satisfied we say that = is a
compact operator. We denote the space of compact operators by K(H).
Clearly K(H) is a norm closed two sided ideal in B(H).

Exercise 2.3.2. Show that the map ¢ : L*(B(H)) — K(H)* given by 9, (a) =
Tr(azx) implements a Banach space isomorphism between L!(B(#)) and K(H)*.

2.4 Locally convex topologies on the space of
operators

Let H be a Hilbert space. On B(#H) we define the following locally convex
topologies:

e The weak operator topology (WOT) is defined by the family of semi-
norms T — |(T¢,n)|, for &, € H.

e The strong operator topology (SOT) is defined by the family of semi-
norms T — || T¢||, for & € H.

Note that the from coarsest to finest topologies we have

WOT < SOT < Uniform.

Also note that since an operator T is normal if and only if | T¢|| = || T*¢]]
for all £ € H, it follows that the adjoint is SOT continuous on the set of normal
operators.

Lemma 2.4.1. Let ¢ : B(H) — C be a linear functional, then the following are
equivalent:

(i) There exists &1,... &My in € H such that o(T) = >0 (T&.,m),
for allT € B(H).

(7)) ¢ is WOT continuous.
(7i1) @ is SOT continuous.

Proof. The implications (i) = (ii) and (ii) = (iii) are clear and so we will
only show (iii) = (i). Suppose @ is SOT continuous. Thus, the inverse image
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of the open ball in C is open in the SOT and hence by considering the semi-
norms which define the topology we have that there exists a constant K > 0,
and &1, ...,&, € H such that

(TP < K |IT&|

i=1

If we then consider {®7_T¢; | T € B(H)} C HP", and let H be its closure, we
have that
iy T = o(T)

extends to a well defined, continuous linear functional on Hy and hence by the
Riesz representation theorem there exists n1,...,n, € H such that

n

o(T) = Z(T&,m%

i=1
for all T € B(H). [ ]

Corollary 2.4.2. Let K C B(H) be a convex set, then the WOT, SOT, and
closures of K coincide.

Proof. By Lemma 2.4.1 the three topologies above give rise to the same dual
space, hence this follows from the the Hahn-Banach separation theorem. |

If H is a Hilbert space then the map id ® 1 : B(H) — B(H®¢?N) defined
by (id ® 1)(z) = = ® 1 need not be continuous in either of the locally con-
vex topologies defined above even though it is an isometric C*-homomorphism
with respect to the uniform topology. Thus, on B(H) we define the following
additional locally convex topologies:

e The o-weak operator topology (o-WOT) is defined by pulling back the
WOT of B(H®¢?N) under the map id ®1.

e The o-strong operator topology (o0-SOT) is defined by pulling back
the SOT of B(H®¢?N) under the map id ®1.

Note that the o-weak operator topology can alternately be defined by the
family of semi-norms T + |Tr(Ta)|, for a € L'(B(H)). Hence, under the
identification B(H) = L'(B(H))*, we have that the weak*-topology on B(H)
agrees with the o-WOT.

Lemma 2.4.3. Let ¢ : B(H) — C be a linear functional, then the following are
equivalent:

(i) There exists a trace class operator a € L*(B(H)) such that ¢(z) = Tr(za)
for all x € B(H)

(i1) ¢ is o-WOT continuous.



2.4. TOPOLOGIES ON THE SPACE OF OPERATORS 27

(791) @ is 0-SOT continuous.

Proof. Again, we need only show the implication (iii) = (i), so suppose ¢ is
0-SOT continuous. Then by the Hahn-Banach theorem, considering B(H) as a
subspace of B(H ® ¢?N) through the map id ® 1, we may extend ¢ to a SOT
continuous linear functional on B(H ® ¢2N). Hence by Lemma 2.4.1 there exists
1oy My o M € HRC2N such that for all x € B(H) we have

n

pla) =Y ((d @ 1) (@)&, m).

=1

For each 1 < i < n we may define a;,b; € HS(H,¢?N) as the operators
corresponding to &, 7; in the Hilbert space isomorphism H ® ¢?N = HS(H, £°N).
By considering a = >, bfa; € L*(B(H)), it then follows that for all z € B(H)

=1"
we have

Tr(za) = Z(aix, bi)o

1

((d @ 1)(x)&, m) = o(). u

By the Banach-Alaoglu theorem we obtain the following corollary.
Corollary 2.4.4. The unit ball in B(H) is compact in the o-WOT.
Corollary 2.4.5. The WOT and the o-WOT agree on bounded sets.

Proof. The identity map is clearly continuous from the o-WOT to the WOT.
Since both spaces are Hausdorff it follows that this is a homeomorphism from
the 0-WOT compact unit ball in B(#). By scaling we therefore have that this
is a homeomorphism on any bounded set. |

Exercise 2.4.6. Show that the adjoint T +— T™ is continuous in the WOT, and
when restricted to the space of normal operators is continuous in the SOT, but
is not continuous in the SOT on the space of all bounded operators.

Exercise 2.4.7. Show that operator composition is jointly continuous in the
SOT on bounded subsets.

Exercise 2.4.8. Show that the SOT agrees with the c-SOT on bounded subsets
of B(H).

Exercise 2.4.9. Show that pairing (x,a) = Tr(a*x) gives an identification
between K(H)* and (L*(B(H)), | - ||1)-
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2.5 Von Neumann algebras and the double com-
mutant theorem

A von Neumann algebra (over a Hilbert space H) is a x-subalgebra of B(H)
which contains 1 and is closed in the weak operator topology.

Note that since subalgebras are of course convex, it follows from Corol-
lary 2.4.2 that von Neumann algebras are also closed in the strong operator
topology.

If A C B(H) then we denote by W*(A) the von Neumann subalgebra which
is generated by A4, i.e., W*(A) is the smallest von Neumann subalgebra of B(H)
which contains A.

Lemma 2.5.1. Let A C B(H) be a von Neumann algebra. Then (A); is compact
in the WOT.

Proof. This follows directly from Corollary 2.4.4. |

Corollary 2.5.2. Let A C B(H) be a von Neumann algebra, then (A); and
As... are closed in the weak and strong operator topologies.

Proof. Since taking adjoints is continuous in the weak operator topology it fol-
lows that Ag,. is closed in the weak operator topology, and by the previous
result this is also the case for (A4);. [ |

If B C B(H), the commutant of B is
B' ={T € B(H)| TS = ST, for all S € B}.
We also use the notation B” = (B’)’ for the double commutant.

Theorem 2.5.3. Let A C B(H) be a self-adjoint set, then A’ is a von Neumann
algebra.

Proof. Tt is easy to see that A’ is a self-adjoint algebra containing 1. To see that
it is closed in the weak operator topology just notice that if z, € A’ is a net
such that x, — x € B(H) then for any a € A, and &, € H, we have

<[l’7a}§777> = <Ia§7’r]> - <x§7@*77>
= O}gﬂgmaafa n) —(za,a"n) = O}Eroloqu al§,n) = 0. u

Corollary 2.5.4. A self-adjoint mazimal abelian subalgebra A C B(H) is a von
Neumann algebra.

Proof. Since A is maximal abelian we have A = A'. [ |

Lemma 2.5.5. Suppose A C B(H) is a self-adjoint algebra containing 1. Then
forall§ € H, and x € A" there exists xo, € A such thatlim, o ||[(z—24)E]| = 0.
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Proof. Consider the closed subspace K = A¢ C H, and denote by p the projec-
tion onto this subspace. Since for all a € A we have akC C K, it follows that
ap = pap. But since A is self-adjoint it then also follows that for all a € A we
have pa = (a*p)* = (pa*p)* = pap = ap, and hence p € A'.

We therefore have that p = zp? = pap and hence z/C C K. Since 1 € A it
follows that & € K and hence also z¢ € AE. ]

Theorem 2.5.6 (Von Neumann’s double commutant theorem). Suppose A C
B(H) is a self-adjoint algebra containing 1. Then A” is equal to the weak oper-
ator topology closure of A.

Proof. By Theorem 2.5.3 we have that A” is closed in the weak operator topol-
ogy, and we clearly have A C A”, so we just need to show that A C A” is dense
in the weak operator topology. For this we use the previous lemma together
with a matrix trick.

Let &1,...,6n € H, © € A” and consider the subalgebra A of B(H™) =
M, (B(#)) consisting of diagonal matrices with constant diagonal coefficients
contained in A. Then the diagonal matrix whose diagonal entries are all x is
easily seen to be contained in A" hence the previous lemma applies and so there
exists a net a, € A such that lim, o || (2 — aq)&k|| = 0, for all 1 < k < n. This
shows that A C A” is dense in the strong operator topology. ]

We also have the following formulation which is easily seen to be equivalent.

Corollary 2.5.7. Let A C B(H) be a self-adjoint algebra. Then A is a von
Neumann algebra if and only if A= A".

Corollary 2.5.8. Let A C B(H) be a von Neumann algebra, x € A, and
consider the polar decomposition x = v|x|. Then v € A.

Proof. Note that ker(v) = ker(|z|), and if a € A’ then we have aker(|z|) C
ker(|z|). Also, we have

I(av — va)|z[g]| = [laz§ — zal]| =0,

for all £ € H. Hence av and va agree on ker(|z|) + R(|z]) = H, and so v € A" =
A. |

Proposition 2.5.9. Let (X, ) be a probability space. Consider the Hilbert space
L*(X, ), and the map M : L>°(X,u) — B(L*(X,p)) defined by (My€)(z) =
g(x)¢(z), for all € € L*(X,pn). Then M is an isometric x-isomorphism from
L*(X, ) onto a mazimal abelian von Neumann subalgebra of B(L?*(X, u)).

Proof. The fact that M is a *-isomorphism onto its image is clear. If g €
L>°(X, i) then by definition of ||g||c We can find a sequence FE,, of measurable
subsets of X such that 0 < p(E,), and |g|g, > ||g9llcc — 1/n, for all n € N. We
then have

M| = [ M1, 2/ 12,2 = llgllec — 1/n-

The inequality ||g|lcc < ||M,]| is also clear and hence M is isometric.
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To see that M(L>°(X, p1)) is maximal abelian let’s suppose T' € B(L?(X, p))
commutes with M for all f € L°°(X, ). We define f € L?(X,pu) by f = T(1x).
For each g, h € L*° (X, u), we have

| / fohdu| = |(MyT(1x), b)

=T (9), )| < ITlllgll=/IAll=-

Since L>=(X,u) C L*(X,p) is dense in || - ||2, it then follows from Hélder’s
inequality that f € L>(X, ), and T = Mjy. [ ]

Because of the previous result we will often identify L>° (X, u) with the sub-
algebra of B(L?(X, u)) as described above. This should not cause any confusion.

With minor modifications the previous result can be shown to hold for any
measure space (X, p) which is a disjoint union of probability spaces, e.g., if
(X, ) is o-finite, or if X is arbitrary and p is the counting measure.

Exercise 2.5.10. Let X be an uncountable set, B; the set of all subsets of X,
By C Bj the set consisting of all sets which are either countable or have count-
able complement, and p the counting measure on X. Show that the identity
map implements a unitary operator id : L?(X, By, u) — L?(X, Ba, ), and we
have L (X, By, 1) C L>®(X, B, )" = id L= (X, By, p) id™.

2.6 Kaplansky’s density theorem

Proposition 2.6.1. If f € C(C) then x — f(x) is continuous in the strong
operator topology on any bounded set of normal operators in B(H).

Proof. By the Stone-Weierstrass theorem we can approximate f uniformly well
by polynomials on any compact set. Since multiplication is jointly SOT contin-
uous on bounded sets, and since taking adjoints is SOT continuous on normal
operators, the result follows easily. |

Proposition 2.6.2 (The Cayley transform). The map z + (z —i)(x + i)~ !
is strong operator topology continuous from the set of self-adjoint operators in
B(H) into the unitary operators in B(H).

Proof. Suppose {xy}k is a net of self-adjoint operators such that x — x in the
SOT. By the spectral mapping theorem we have ||(zx +7)7!|| < 1 and hence for
all £ € H we have

Iz = i)z +4)71€ — (wr — ) (zx +9) 7€
= ll(wr + 1) 7 (2 + )z — 1) = (or — ) (@ +4)) (@ +0) 7|
= [2i(zx + )7 @ —ap) @+ )T < 2l(@ - ax)(@+ )T — 0. W

Corollary 2.6.3. If f € Cy(R) then x — f(x) is strong operator topology
continuous on the set of self-adjoint operators.
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Proof. Since f vanishes at infinity, we have that g(t) = f (z}—fﬁ

continuous function on T if we set g(1) = 0. By Proposition 2.6.1 x — g(z) is
then SOT continuous on the space of unitaries. If U(z) = Z7; is the Cayley
transform, then by Proposition 2.6.2 it follows that f = goU is SOT continuous

being the composition of two SOT continuous functions. ]

) defines a

Theorem 2.6.4 (Kaplansky’s density theorem). Let A C B(H) be a self-adjoint
subalgebra of B(H) and denote by B the strong operator topology closure of A.

(i) The strong operator topology closure of As.a. i Bs.a.-
(ii) The strong operator topology closure of (A)y is (B)1.

Proof. We may assume that A is a C*-algebra. If {z}}r C A is a net of ele-
ments which converge in the SOT to a self-adjoint element z, then since taking
adjoints is WOT continuous we have that @ — z in the WOT. But A,
is convex and so the WOT and SOT closures coincide, showing (a). Moreover,
if {yrp}tr C As.a. such that yr — x in the SOT then by considering a function
f € Co(R) such that f(¢t) =t for [t| < ||lz||, and |f(¢¥)| < ||z||, for ¢ € R, we
have ||f(yx)|| < ||z, for all k and f(yx) — f(z) in the SOT by Corollary 2.6.3.
Hence (A); N Ag . is SOT dense in (B)1 N By.a..

Note that My(A) is SOT dense in My(B) C B(H@®H). Therefore if z € (B);
0 =z

then Z = ( & 0
a net of operators Z,, € (Ma(A)); such that &, — Z in the SOT. Writing

Ty = ( CCZ" Z” we then have that ||b,|| <1 and b, — « in the SOT. |
n n

€ (M3(B)); is self-adjoint. Hence from above there exists

Corollary 2.6.5. A self-adjoint unital subalgebra A C B(H) is a von Neumann
algebra if and only if (A)y is closed in the SOT.

Corollary 2.6.6. A self-adjoint unital subalgebra A C B(H) is a von Neumann
algebra if and only if A is closed in the o-WOT.

2.6.1 Preduals

Proposition 2.6.7. Let A C B(H) be a von Neumann algebra, and let A, C A*
be the subspace of o-WOT continuous linear functionals, then (As)* = A and
under this identification the weak*-topology on A agrees with the o-WOT.

Proof. By the Hahn-Banach Theorem, and Lemma 2.4.3 we can identify A,
with L*(B(#H))/A.L, where A is the pre-annihilator

Al ={z e LYB(H)) | Tr(ax) = 0, for all a € A}.

From the general theory of Banach spaces it follows that (L'(B(H))/AL)* is
canonically isomorphic to the weak* closure of A, which is equal to A by Corol-
lary 2.6.6. The fact that the weak*-topology on A agrees with the o-WOT is
then obvious. |
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If AC B(H) and B C B(K) are von Neumann algebras, then a linear map
® : A — B is said to be normal if it is continuous from the o-WOT of A to
the o-WOT of B.

Exercise 2.6.8. Suppose A C B(H) and B C B(K) are von Neumann algebras,
and ® : A — Bis a bounded linear map. Show that ® is normal if and only if the
dual map ®* : B* — A* given by ®*(¢)(a) = ¥(®(a)) satisfies ®*(B,) C A..

2.7 Borel functional calculus

If T € M,(C) is a normal matrix, then there are different perspectives one
can take when describing the spectral theorem for 7. The first, a basis free
approach, is to consider the eigenvalues o(7T) for T, and to each eigenvalue A
associate to it the projection F(\) onto the corresponding eigenspace. Since T'
is normal we have that the E(A)’s are pairwise orthogonal and we have

T= Y AE().

Xeo(T)

The second approach is to use that since T is normal, it is diagonalizable.
We therefore could find a unitary matrix U such that UTU* is a diagonal matrix
with diagonal entries );. If we denote by F;; the elementary matrix with a 1
in the (7,7) position and 0 elsewhere, then we have

n
T = U*(Z NE; )U.
i=1
For bounded normal operators there are two similar approaches to the spec-
tral theorem. The first approach is to find a substitute for the projections E(\)
and this leads naturally to the notion of a spectral measure. For the second
approach, this naturally leads to the interpretation of diagonal matrices cor-
responding to multiplication by essentially bounded functions on a probability
space.

Lemma 2.7.1. Let x, € B(H) be an increasing net of positive operators such
that sup,, ||za|| < oo, then there exists a bounded operator x € B(H) such that
Ty — X in the SOT.

Proof. We may define a quadratic form on H by & — lim, [|\/Za€||?. Since
sup, ||za]| < oo we have that this quadratic form is bounded and hence there
exists a bounded positive operator € B(#) such that | \/z£||* = lim, [|/Za&]|?,
for all ¢ € H. Note that z, < x for all a, and sup, ||(z — 4)"/?|| < co. Thus
for each & € H we have

@ = 2l < = 2a) V220 — 2a) V212
= [z — za) IP(IVEEI? ~ | VEaE]?) = 0.

Hence, o, — x in the SOT. |
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Corollary 2.7.2. Let A C B(H) be a von Neumann algebra. If {p,},cr C A
is a collection of pairwise orthogonal projections then p = 3, _;p, € A is well
defined as a SOT limit of finite sums.

2.7.1 Spectral measures

Let K be a compact Hausdorff space and let H be a Hilbert space. A spectral
measure F on K relative to H is a mapping from the Borel subsets of K to
the set of projections in B(H) such that

(1) E0)=0,E(K)=1.
(1) E(ByN By) = E(B1)E(B3) for all Borel sets By and Bs.
(#i7) For all £, € H the function
B Ee,(B) = (E(B)E, )
is a finite Radon measure on K.

Example 2.7.3. If K is a compact Hausdorff space and u is a o-finite Radon
measure on K, then the map F(B) = 1g € L>(K,u) C B(L*(K, i) defines a
spectral measure on K relative to L?(K, ).

We denote by B (K) the space of all bounded Borel functions on K. This
is clearly a C*-algebra with the sup norm.
For each f € Boo(K) it follows that the map

(€m) / fdEe,,

gives a continuous sesqui-linear form on H and hence it follows that there exists
a bounded operator T such that (T¢,n) = [ fdEg,. We denote this operator
T by [ fdE so that we have the formula (([ fdE)¢,n) = [ fdEe,, for each
§&mneH.

Theorem 2.7.4. Let K be a compact Hausdorff space, let H be a Hilbert space,
and suppose that E is a spectral measure on K relative to H. Then the associ-
ation

f+—>/de

defines a continuous x-homomorphism from B (K) to B(H). Moreover, the
image of Boo(K) is contained in the von Neumann algebra generated by the
image of C(K), and if f,, € Bso(K) is an increasing sequence of non-negative
functions such that f = sup,, f, € B, then [ f,dE — [ fdE in the SOT.

Proof. 1t is easy to see that this map defines a linear contraction which preserves
the adjoint operation. If A, B C K are Borel subsets, and &, € H, then
denoting x = [14dE, y = [1pdFE, and z = [ 14npdE we have

(zy€,m) = (E(A)y&, n) = (E(B)S, E(A)n)
= (BE(BNA)S,m) = (z€,m).
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Hence zy = z, and by linearity we have that ([ fdE)([ gdE) = [ fgdE for
all simple functions f,g € B (K). Since every function in B (K) can be
approximated uniformly by simple functions this shows that this is indeed a
*-homomorphism.

To see that the image of By, (K) is contained in the von Neumann algebra

generated by the image of C'(K), note that if a commutes with all operators of
the form [ fdE for f € C(K) then for all £,n € H we have

0= (ol [ 1aE) - ([ a0 ) = [ FdEean~ [ B,

Thus F¢ g+ = Eqa¢,n and hence we have that a also commutes with operators
of the form [ gdE for any g € Boo(K). Therefore by Theorem 2.5.6 [ gdFE is
contained in the von Neumann algebra generated by the image of C(K).

Now suppose f, € Boo(K) is an increasing sequence of non-negative func-
tions such that f = sup,, fn € Boo(K). For each {,n € H we have

/fn dEgm — /deg’n,

hence [ f, dE converges in the WOT to [ fdE. However, since [ f, dE is an
increasing sequence of bounded operators with || [ f,, dE|| < || f||cc, Lemma 2.7.1
shows that [ f, dE converges in the SOT to some operator z € B(H) and we
must then have z = [ fdE. [ |

Theorem 2.7.5. Let H be a Hilbert space and suppose A C B(H) is an abelian
C*-subalgebra of B(H) which contains the identity 1. Then there is a unique
spectral measure E on o(A) relative to H such that for all x € A we have

= / I(z)dE.

Proof. For each &,n € H we have that f — (I'"(f)€,n) defines a bounded
linear functional on o(A) and hence by the Riesz representation therorem there
exists a Radon measure E¢ , such that for all f € C(c(A)) we have

T (e ) = / fdEe,.

Since the Gelfand transform is a *-homomorphism we verify easily that fdE¢ , =
dEr—(pen = B¢ -1 Fyy:

Thus for each Borel set B C o(A) we can consider the sesquilinear form
(&) = [1pdEe¢y. We have | [ fdEey| < [[flll€llnll, for all f € C(o(A))
and hence this sesquilinear form is bounded and there exists a bounded operator
E(B) such that (E(B)¢,n) = [1pdEe,, for all {,n € H. For all f € C(c(A))

we have

CHPEBEn) = [10dE i, = [18fdEe,
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Thus it follows that F(B)* = E(B), and E(B')E(B) = E(B’' N B), for any
Borel set B’ C 0(A). In particular, E(B) is a projection and E gives a spectral
measure on o(A) relative to H. The fact that for 2 € A we have z = [T'(x)dE
follows easily from the way we constructed E. |

If H is a Hilbert space and « € B(H) is a normal operator, then by applying
the previous theorem to the C*-subalgebra A generated by = and 1, and using
the identification o(A) = o(x) we obtain a homomorphism from By (c(x)) to
B(H) and hence for f € By (o(x)) we may define

f) = [ sab.

Note that it is straight forward to check that for the function f(¢) = ¢ we have

x = /sz(z)

We now summarize some of the properties of this functional calculus which
follow easily from the previous results.

Theorem 2.7.6 (Borel functional calculus). Let A C B(H) be a von Neumann
algebra and suppose x € A is a mormal operator, then the Borel functional
calculus defined by f — f(x) satisfies the following properties:

(i) f— f(x) is a continuous homomorphism from B (o(x)) into A.

(i) If f € Boo(o(x)) then o(f(x)) C f(o(x)).

(@i1) If f € C(o(z)) then f(x) agrees with the definition given by continuous
Sfunctional calculus.

Corollary 2.7.7. Let A C B(H) be a von Neumann algebra, then A is the
uniform closure of the span of its projections.

Proof. By decomposing an operator into its real and imaginary parts it is enough
to check this for self-adjoint operators in the unit ball, and this follows from the
previous theorem by approximating the function f(¢) = ¢ uniformly by simple
functions on [—1,1]. |

Corollary 2.7.8. Let A C B(H) be a von Neumann algebra, then the unitary
group U(A) 1is path connected in the uniform topology.

Proof. If u € U(A) is a unitary and we consider a branch of the log function
f(2) = log z, then from Borel functional calculus we have u = €' where =
—i f(u) is self-adjoint. We then have that u; = ¢%? is a uniform norm continuous
path of unitaries such that ug = 1 and u; = u. |

Corollary 2.7.9. If H is an infinite dimensional separable Hilbert space, then
IC(H) is the unique non-zero proper norm closed two sided ideal in B(H).



36 CHAPTER 2. OPERATORS ON HILBERT SPACE

Proof. If I C B(H) is a norm closed two sided ideal and x € I\ {0}, then for any
€ € R(x*x), ||€]| = 1 we can consider y = (£ ® §)z*z(£ ® €) € I which is a rank
one self-adjoint operator with R(y) = C¢. Thus y is a multiple of (¢ ® £) and
hence (£®¢&) € I. For any ¢, € H, we then have (@7 = ((®&)(E®E)(E@7) € 1
and hence I contains all finite rank operators. Since I is closed we then have
that K(H) C I.

If 2 € I is not compact then for some € > 0 we have that dim (1. o) (z*z)H) =
oo. If we let u € B(H) be an isometry from H onto 1} ) (z*z)H, then we have
that o(u*z*zu) C [e,00). Hence, u*z*zu € I is invertible which shows that
I=B(H). ]

Exercise 2.7.10. Suppose that K is a compact Hausdorff space and F is a
spectral measure for K relative to a Hilbert space H, show that if f € B (K),
and we have a decomposition of K into a countable union of pairwise disjoint
Borel sets K = U,enBy, then we have that

/de:Z/Bn fdE,

neN

where the convergence of the sum is in the weak operator topology.

2.8 Abelian von Neumann algebras

Let A C B(H) be a von Neumann algebra, and suppose £ € H is a non-zero
vector. Then £ is said to be cyclic for A if A is dense in H. We say that ¢ is
separating for A if £ #0, forall z € A, x # 0.

Proposition 2.8.1. Let A C B(H) be a von Neumann algebra, then a non-zero
vector € € H is cyclic for A if and only if € is separating for A’.

Proof. Suppose ¢ is cyclic for A, and x € A’ such that 2§ = 0. Then zaf =
axf = 0 for all @ € A, and since A€ is dense in H it follows that xn = 0 for all
1 € H. Conversely, if A€ is not dense, then the orthogonal projection p onto its
complement is a nonzero operator in A" such that p = 0. ]

Corollary 2.8.2. If A C B(H) is an abelian von Neumann algebra and £ € H
is cyclic, then £ is also separating.

Proof. Since £ being separating passes to von Neumann subalgebras and A C A’
this follows. |

Infinite dimensional von Neumann algebras are never separable in the norm
topology. For this reason we will say that a von Neumann algebra A is sepa-
rable if A is separable in the SOT. Equivalently, A is separable if its predual
A, is separable.

Proposition 2.8.3. Let A C B(H) be a separable von Neumann algebra. Then
there exists a separating vector for A.
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Proof. Since A is separable, it follows that there exists a countable collection of
vectors {&; tr C H such that &, = 0 for all k£ only if z = 0. Also, since A is
separable we have that Ho = Sp(A{&x }x) is also separable. Thus, restricting A
to Hy we may assume that H is separable.

By Zorn’s lemma we can find a maximal family of non-zero unit vectors
{€a}a such that A, L Afa, for all o # (. Since H is separable this family
must be countable and so we may enumerate it {,},, and by maximality we
have that {Ag, }, is dense in H.

If we denote by p,, the orthogonal projection onto the closure of A&, then we
have that p, € A’, hence, setting £ = > -5¢ if 2 € A such that 2¢ = 0, then
for every n € N we have 0 = 2"p,x¢ = 2"zp,& = z€, and so x = 0 showing
that £ is a separating vector for A. |

Corollary 2.8.4. Suppose H is separable, if A C B(H) is a mazimal abelian
self-adjoint subalgebra (masa), then there exists a cyclic vector for A.

Proof. By Propostion 2.8.3 there exists a non-zero vector £ € H which is sepa-
rating for A, and hence by Proposition 2.8.1 is cyclic for A’ = A. |

The converse of the previous corollary also holds (without the separability
hypothesis), which follows from Proposition 2.5.9, together with the following
theorem.

Theorem 2.8.5. Let A C B(H) be an abelian von Neumann algebra and sup-
pose & € H is a cyclic vector. Then for any SOT dense C*-subalgebra Ay C A
there exists a Radon probability measure p on K = o(Ag) with supp(u) = K,
and an unitary U : L?(K, u) — H such that U* AU = L> (K, p) C B(L*(X, pn)).

Proof. Fix a SOT dense C*-algebra Ag C A, then by the Riesz representa-
tion theorem we obtain a finite Radon measure p on K = o(A4p) such that
((f)€,€) = [ fdu for all f € C(K). Since the Gelfand transform takes posi-
tive operator to positive functions we see that p is a probability measure.

We define a map Uy : C(K) — H by f ~ ['(f)&, and note that ||Up(f)||* =
(L(ff)E,€) = [ Ffdu=|fl2- Hence Uy extends to an isometry U : L*(K, u) —
H. Since € is cyclic we have that Ao¢ C U(L?(K, p)) is dense and hence U is
a unitary. If the support of y were not K then there would exist a non-zero
continuous function f € C(K) such that 0 = [ |f?|du = ||T(f)E||?, but since by
Corollary 2.8.2 we know that ¢ is separating and hence this cannot happen.

If feC(K) C B(L*(K,u)), and g € C(K) C L*(K, u) then we have

UT(f)Ug = UT())T(9)§ = fg = Myg.

Since C(K) is || - |[2-dense in L?*(K, p) it then follows that U*T'(f)U = My, for
all f € C(K) and thus U*AoU C L*(K,u). Since Ag is SOT dense in A we
then have that U*AU C L*°(K, ). But since  — U*zU is WOT continuous
and (A); is compact in the WOT it follows that U*(A) U = (L*°(K, p))1 and
hence U*AU = L (K, u). |
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In general, if A C B(H) is an abelian von Neumann algebra and £ € H is a
non-zero vector, then we can consider the projection p onto the K = A¢. We
then have p € A’, and Ap C B(H) is an abelian von Neumann for which ¢ is
a cyclic vector, thus by the previous result Ap is *-isomorphic to L (X, u) for
some probability space (X, ). An application of Zorn’s Lemma can then be
used to show that A is *-isomorphic to L (Y, v) were (Y, v) is a measure space
which is a disjoint union of probability spaces. In the case when A is separable
an even more concrete classification will be given below.

Theorem 2.8.6. Let A C B(H) be a separable abelian von Neumann algebra,
then there exists a separable compact Hausdorff space K with a Radon probability
measure p on K such that A and L*°(K, u) are x-isomorphic.

Proof. By Proposition 2.8.3 there exists a non-zero vector ¢ € ‘H which is sepa-
rating for A. Thus if we consider K = A£ we have that restricting each operator
x € A to K is a C*-algebra isomorphism and £ € K is then cyclic. Thus, the
result follows from Theorem 2.8.5. |

If x € B(H) is normal such that A = W*(z) is separable, then we may let
Ap be the C*-algebra generated by x. We then obtain the following alternate
version of the spectral theorem.

Corollary 2.8.7. Let A C B(H) be a von Neumann algebra. If x € A is normal
such that W*(z) is separable, then there exists a Radon measure j1 on o(z) and
a x-homomorphism f — f(x) from L>=(o(x),p) into A which agrees with Borel
functional calculus. Moreover, we have that o(f(x)) is the essential range of f.

Note that W*(z) need not be separable in general. For example, £>°(]0, 1]) C
B(¢3([0,1])) is generated by the multiplication operator corresponding to the
function ¢ — t.

Lemma 2.8.8. Let A C B(H) be a separable abelian von Neumann algebra,
then there exists a self-adjoint operator x € A such that A = {z}".

Proof. Since A is separable we have that A is countably generated as a von
Neumann algebra. Indeed, just take a countable family in A which is dense in
the SOT. By functional calculus we can approximate any self-adjoint element
by a linear combination of projections and thus A is generated by a countable
collection of projections {py}32 -

Define a sequence of self adjoint elements z,, = Z:o 4= Fp,, and let z =
Yreo47Fpr. We denote by Ay = {z}”. Define a continuous function f :
[<1,2] — R such that f(t) = 1ift € [1 — 3,1+ 1] and f(t) = 0if t < 3,
then we have that f(x,) = po for every n and hence by continuity of continuous
functional calculus we have pg = f(x) € Ag. The same argument shows that
p1 = f(4(x — po)) € Ap and by induction it follows easily that p, € Ay for all
k >0, thus Ag = A. |

Theorem 2.8.9. Let A C B(H) be a separable abelian von Neumann alge-
bra, then there is a countable (possibly empty) set K such that either A is
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x-isomorphic to {° K, or else A is x-isomorphic to L>°([0,1],\) & ¢ K where
A is Lebesgue measure.

Proof. Since A is separable we have from Lemma 2.8.8 that as a von Neumann
algebra A is generated by a single self-adjoint element x € A.

We define K = {a € o(z) | 1{q(z) # 0}. Since the projections correspond-
ing to elements in K are pairwise orthogonal it follows that K is countable.
Further, if we denote by px = Y, i 1{a} then we have that Aprx = (K.
Thus, all that remains is to show that if (1 — px) # 0 then (1 — pg)A =
{1 = i)} = L2([0,1], ).

Set xg = (1 — px)xr # 0. By our definition of K above we have that
o(xg) has no isolated points. Thus, we can inductively define a sequence of
partitions {A7}2", of o(zo) such that AP = A" U A, and A7 has non-
empty interior, for all n > 0, 1 < k < 2". If we then consider the elements
Yn = > pey 2o la, (w0) then we have that y, — y where 0 <y < 1, {zo}’ = {y}"
and every dyadic rational is contained in the spectrum of y (since the space of
invertible operators is open in the norm topology), hence o(y) = [0, 1].

By Theorem 2.8.6 it then follows that {xo}" = {y}"" = L*> ([0, 1], ) for some
Radon measure p on [0, 1] which has full support and no atoms. If we define the
function 0 : [0,1] — [0,1] by 8(¢) = u([0,¢]) then 6 gives a continuous bijection
of [0, 1], and we have 6, = A, since both are Radon probability measures such
that for intervals [a, b] we have 0,4 ([a,b]) = u([0~1(a),071(b)]) = A([a,b]). The
map 0* : L>=([0,1],\) — L>°([0,1], u) given by 0*(f) = f o 67! is then easily
seen to be a x-isomorphism. ]
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Chapter 3

Types of von Neumann
algebras

3.1 Projections

If M is a von Neumann algebra we denote by P(M) the space of projections.
The following proposition we leave as an exercise.

Proposition 3.1.1. Let M C B(H) be a von Neumann algebra. If p € P(M)
orp € P(M') then pMp is a von Neumann subalgebra of B(pH).

3.1.1 The projection lattice

If K C H is a subset, then we use the notation [K] to denote the orthogonal
projection onto the closure of sp K.

Let M C B(H) be a von Neumann algebra and suppose {pa}a C P(M) is a
family of projections. The infimum of the family {p, }a is [NapaH] and is de-
noted by Aqpe. The supremum of the family is given by Vapa = [, pPaH] =
1= Aol —pa).

Given two projections p,q € P(M) we say that ¢ is sub-equivalent to p
and write p < ¢ if there exists a partial isometry v € M such that v*v = p and
vv* < g. The projections p,q € P(M) are equivalent and we write p ~ ¢ if
there exists a partial isometry v € M such that v*v = p and vv* =¢q. If p < ¢
but p 4 ¢ then we write p < g.

Proposition 3.1.2. Let M C B(H) be a von Neumann algebra, then the rela-
tion p = q is a partial ordering on P(M), and the relation p ~ q is an equivalence
relation on P(M).

Proof. To show that < is transitive, suppose that p,q,r € P(M) such that
p = uu, vu* < q¢=v*v, and vv* < r. Since uu* < g we have

qu = q(uu*)u = (vu™)u = u.

41
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Hence,
(vu)*(vu) = u*qu =u*u=7p

and
(vu)(vu)* < ovv* <.

The same argument shows that ~ is transitive, and ~ is clearly reflexive and
symmetric. |

Example 3.1.3. Consider a set X. Then each subset S C X determines
a closed subspace ¢S C ¢2X and hence a projection [(2S] € B(¢(*X). Any
bijection f : Sy — Sy determines an isometry vy : £25; — (2S5 by the formula
vr(€)(s) = &(f71(s)). Thus, the two projections [¢25;] and [¢(2S5] are equivalent
in B(£?X). Conversely, if [(2S;] and [(*S,] are equivalent then in particular the
spaces have the same dimension and hence there exists a bijection between Sy
and Ss.

We also see similarly that [(2S;] < [¢(2S3] in B(¢2X) if and only if there exists
an injective function from S to Ss.

More generally, for any Hilbert space H and any two projections p,q € B(H)
we have p < ¢ in B(H) if and only if dim(pH) < dim(¢H).

With the above example in mind we see that the following is a generalization
of the Cantor-Bernstein-Schroeder theorem in set theory, and the proof is much
the same.

Proposition 3.1.4. Let M C B(H) be a von Neumann algebra, if p,q € P(M)
such that p X q and ¢ <X p, then p ~ q.

Proof. Suppose vv* < p = u*u, and wu* < ¢ = v*v. Set pg = p — vv¥,
qo = upou™, and inductively define a pair of sequences of orthogonal projections
{Pn}ns {qn }n, as follows:

* *
Pn = VGqn-1v, gn = UpnU .

We also define the projections

oo o0
pOO:p_ana QOo:q_ZQn-
n=0 n=0

By construction we have (upy,)*(upn) = pn, and (up,)(upn)* = qn, for every
n > 0. Also, if we consider vy = v*(p — 22:0 pr) then it is easy to check that
for k > 0 we have vv* = p — Zi:o pn and v'v = q — Zﬁ;é Gn. Taking limits
as k — oo we see that (VDo )(VDoo)* = Poo and (vPeo)*(VPs) = ¢oo- Hence,
considering w = u(} " Pn) + VDo we have w*w = p and ww* = q. [ |

Lemma 3.1.5. Let M C B(H) be a von Neumann algebra, if {p;}; and {q;}:
are two families of pairwise orthogonal projections in M such that p; < q;, for
each i, then we have ), p; = Y. ¢;.
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Proof. Suppose u; € M such that uju; = p; and w;u} = r; < g;. By orthogo-
nality we have ufu; = uju; = 0 for i # j, and hence (>, uw;)*(>_, wi) = >, pi
|

while (37, u) (Do, ui)* =2, ri <. ai-

Lemma 3.1.6. Let M C B(H) be a von Neumann algebra, and suppose x € M.
Then [xH], [z*H] € M and [zH] ~ [2*H].

Proof. If we consider the polar decomposition = v|z|. Then we see easily that
vu* = [zH], while v*v = [x*H]. Since v € M the result folows. ]

Proposition 3.1.7 (Kaplansky’s formula). Let M C B(H) be a von Neumann
algebra. If p,q € P(M) then

pVqg—p~qg—pAgq.
Proof. If we consider = (1 — p)q then we have ker(z) = ker(q) ® (¢H N pH),
hence [z*H] =1—(1—g+gAp) = ¢—qAp. By symmetry it then follows that
H]=(1-p)—(1-p)A(1—0q)
=(l-p)—(L-pVag)=pVg—p.
The result then follows from Lemma 3.1.6 |
If x € M, the central support of x is the infimum of all central projections

z € Z(M) such that zoz = xz = x. we denote the central support of x by z(x).
Two projections p, and ¢ are centrally orthogonal if z(p)z(q) = 0.

Lemma 3.1.8. Let M C B(H) be a von Neumann algebra and p € P(M) be a
projection, then the central support of p is

2 = Vaem|rpH] = [MpH].

Proof. By considering x = 1 we see that p < z, and z is central since the range
of z is clearly invariant to all operators in M. Thus, z(p) < z. We also have
that the range of z(p) is invariant to all operators in M and since p < z(p) it
follows that any operator in M maps the range of p into the range of z(p). Thus
[zpH] < z(p) for all € M and hence z < z(p). [ |

Proposition 3.1.9. Let M C B(H) be a von Neumann algebra and p,q € P(M)
be two projections, then the following are equivalent:

(1) p and q are centrally orthogonal.
(11) pMq = {0}.

(#it) There does not exist nonzero projections pg < p, and qy < q such that
Po ~ qo-
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Proof. The equivalence between (i) and (ii) follows easily from the previous
lemma. Indeed, for all z € M we have [pzqH] < p < z(p), and by the previous
lemma we have [prqH] < z(q), thus if p and ¢ are centrally orthogonal then we
have pxqg = 0 for all x € M. Conversely, if pMq = {0} then we have pz(q) =0
and since z(q) is central it follows that z(p) < 1 — z(q).

To see that (ii) and (iii) are equivalence note that if + € M such that
[pxqH] # 0 then [prqH] < p and [prqH] ~ [gx*pH] < q. Conversely, if py < p
is a nonzero projection and v € M such that v*v = p and vv* < ¢ then
v* = pv*q € pMq\ {0}. [ |

Theorem 3.1.10 (The comparison theorem). Let M C B(H) be a von Neu-
mann algebra, if p,q € P(M) then there exists a central projection z € P(Z(M))
such that

zp<zq, and (1—2)g=(1-2)p.

Proof. By Zorn’s lemma there exists a maximal families {p, }acr and {ga }aer
of pairwise orthogonal projections such that po =3 pa <p, 90 =>_, 0« < ¢,
and p, ~ qo for all a € I. If we let z; be the central support of p — pg, and
zo be the central support of ¢ — gg then by Proposition 3.1.9 we have z125 = 0,
and hence p — pg < 21 <1 — z5. Thus, (p — po)z2 = 0 and since py ~ go implies
Poze ~ Qoze we have
Pz2 = Poz2 ~ qozz < 22,

while

q(1 — 22) = qo(1 — 2z2) ~ po(1 — z2) < p(1 — 22). u

A von Neumann algebra M C B(H) is a factor if it has trivial center, i.e.,
Z(M)=_C.

Corollary 3.1.11. If M C B(H) is a factor and p,q € P(M) then exactly one
of the following is true.

p=<q¢ p~4q q=p-

Proof. Since M is a factor the only central projections are 0, or 1. Hence,
by the comparison theorem we have p < ¢ or ¢ =< p. If both occur then by
Proposition 3.1.4 we have p ~ gq. |

3.2 Types of projections

Let M C B(H) be a von Neumann algebra. A projection p € P(M) is said to
be

e minimal if p # 0, and the only subprojections are 0 and p, or equivalently
if dim(pMp) = 1.

e abelian if pMp is abelian.

e finite if ¢ < p and g ~ p implies ¢ = p.
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e semi-finite if there are pairwise orthogonal finite projections p, € P(M)
such that p =" pa.

e purely infinite if p # 0 and there is no non-zero finite projection g < p.

e properly infinite if p # 0 and zp is not-finite for any non-zero central
projection z € P(M).

We say that M is finite, semi-finite, purely infinite, or properly infinite depend-
ing on whether or not 1 has the corresponding property in M.
Note that we have the trivial implications:

minimal = abelian = finite = semi—finite = not purely infinite,

and also
purely infinite = properly infnite.

Note also that M is finite if and only if the only isometries in M are unitary.
Thus, B(H) is finite if and only if # is finite dimensional. When # is infinite
dimensional we can fix an orthonormal basis {{}~ and we have 1 =3 [C{,],
hence in this case B(H) is semi-finite. The same argument shows that for the
von Neumann algebra B(?), every projection is semi-finite.

Lemma 3.2.1. Let {p,}a be a family of centrally orthogonal projections in a
von Neumann algebra M C B(H). If each projection p, is abelian (resp. finite)
then p =3 pa is also abelian (resp. finite).

Proof. 1f each p, is abelian then since they are centrally orthogonal for o # 3
and z,y € M we have (poapyps) = 0. Hence

(pzp)(pyp) = > _ PatPayPa = (pyp)(pzp),

[e3%

thus p is abelian.

If each p, is finite and v € M such that vu* < u*u = p. Then for all a we
have z(po)u*uz(pe) = p and uz(py)u* = 2(pa)uv* < py. Thus uz(pe)u* = pa
for each o and hence

wu® = uz(p)u* = Zuz(pa)u* =p. |

«

Proposition 3.2.2. Let p, q be non-zero projections in a von Neumann algebra
M C B(H) such that p < q. If q is finite (resp. purely infinite), then p is also
finite (resp. purely infinite).

Proof. For the case when ¢ is finite let us suppose that p ~ ¢ and let v € M
be such that v*v = p and vv* = q. Suppose u € M such that v*u = p, and
uu* < p, then we have (vuv*)*(vuv*) = ¢ and (vuv*)(vuv*)* < g. Therefore
(vuv™)(vuv*)* = ¢ and hence uu* = p.

Next suppose that p < ¢. If u*u = p and uu* < p then setting w = u+(¢—p)
we have w*w = ¢ and ww* < q. Therefore, uu* + (¢ — p) = ww* = ¢ and hence
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wu® = p. In general, if p < ¢ then there exists ¢y < ¢ such that p ~ gg < ¢ and
the result follows.

Since projections are purely infinite when they have no non-zero finite sub-
projections, the purely infinite case follows from the finite case. |

Proposition 3.2.3. A projection p € P(M) in a von Neumann algebra M C
B(H) is semi-finite if and only if p is the supremum of finite projections. In
particular, a supremum of semi-finite projections is again semi-finite.

Proof. If p is semi-finite then is is a sum (and hence also a supremum) of a
family of pairwise orthogonal finite projections. Conversely, if p = V,p, where
each p, is finite. Then let {¢g}s be a maximal family of pairwise orthogonal
finite subprojections of p. If g9 = p — Zﬂ gs # 0 then there exists some p,
such that p, and gy are not orthogonal, and hence not centrally orthogonal.
By Proposition 3.1.9 there then exists a non-zero subprojection gy < gg such
that ¢o < po and hence is finite is finite by Proposition 3.2.2; contradicting
maximality of the family {gs}gs. |

Corollary 3.2.4. Let p be projection in a von Neumann algebra M C B(H),
if p is semi-finite (resp. purely infinite) then the central support z(p) is also
semi-finite (resp. purely infinite).

Proof. The central support is the supremum over all equivalent projections and
hence from the previous corollary this proves the case when p is semi-finite. It
follows from Propositions 3.1.9 and 3.2.2 that a non-zero projection is purely
infinite if and only if it is centrally orthogonal to every semi-finite projection
which then proves the corollary in this case. |

Corollary 3.2.5. Let p,q be non-zero projections in a von Neumann algebra
M C B(H) such that p =< q. If q is semi-finite then p is also semi-finite.

Proof. By Corollary 3.2.4 it is enough to consider the case when ¢ € Z(M) in
which case we have p < ¢. Let pg be the maximal semi-finite subprojection of
p (i-e., po is the supremum of all finite subprojections of p). Since ¢ is semi-
finite, it is the supremum of all its finite subprojections. Thus, since z(p —
po) < q = z(q), if p — po were not zero then there would exist a non-zero
finite subprojection of ¢ which would be equivalent to a subprojection of p — py,
contradicting our definition of py. Therefore we have that p is the supremum if
its finite subprojections and hence is semi-finite. ]

Lemma 3.2.6. Let M C B(H) be a properly infinite von Neuman algebra, then
there exists a projection p € P(M) such thatp ~1—p~ 1.

Proof. By hypothesis there exists u € M such that uu* < u*u = 1. Set py =
1 — wu*, then p, = u"po(u™)* is a pairwise orthogonal family of equivalent
projections. Let {q,}, be a maximal family of pairwise orthogonal equivalent
projections in M which extends the family {p, },, and consider go =1-3", q,.
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By the comparison theorem there exists a central projection z such that
G0z = ¢ %2, and q,, (1 — 2) 2 qo(1 — 2). If z =0 then ¢,, < qo contradicting the
maximality of {¢,},, thus z # 0 and we have

ZZQOZ+ZQLZjQLUZ+ZQLZZZQLZ§Z~
L

LF#Lo L

Thus, z ~ Y, ¢,z by the Cantor-Bernstein-Schréeder theorem for projections.
By decomposing {g¢,}, into two infinite sets we construct two projections p and
z—psuchthat p~2z—p~ z.

Consider {r;}; a maximal family of centrally orthogonal projections such
that r; ~ z(r;) —r; ~ 2(r;), then the argument above shows that 3, z(r;) = 1
and hence setting p = Zj r; finishes the proof. ]

Proposition 3.2.7. Let p,q be finite projections in a von Neumann algebra
M C B(H), then pV q is also finite.

Proof. By Kaplansky’s formula we have pVg—p~ q¢—pA q < q, and thus we
may replace g by pV ¢ — p and assume that p and ¢ are orthogonal. We will also
assume that p+ ¢ = 1 by considering the von Neumann algebra (p+q)M (p+q).

Let 2o be the supremum of all central finite projections. By Lemma 3.2.1 z
is a finite projection and thus either zg = 1 in which case the proof is finished,
or else by considering (1 — zo)p and (1 — 2z9)g we may assume zg = 0, i.e., we
may assume that M is properly infinite.

Then by Lemma 3.2.6 there exists a projection r € P(M) such that r ~
1—7r ~ 1. By the comparison theorem there then exists z € P(Z(M)) such that

z(pAr) 2 2(gn (=), and (1-2)(gA(1-7)) 3 (1=2)(pAT).
Then zr ~ z(1 —r) ~ z and
zipAr)=zpAzr 2 z(1—r) A zq.
Using Kaplansky’s formula and Lemma 3.1.5 we then have
zr=z(r—rAp)+z(rAp) 2z(rVp—p) +z2(gA(1—1)) = 2q, (3.1)

which implies that z ~ zr = 0, since zq is finite.
Thus, ¢ A (1 —r) = p Ar, and replacing the roles of p with ¢, and of r with
1 —7rin (3.1) we then have

l—r=(1-r)-0=-r)Ag+((1-r)Aq)
2(@A=r)Vg—g+{@Arr)=p,
which gives a contradiction since p is finite. ]

Proposition 3.2.8. Let p and q be finite equivalent projections in a von Neu-
mann algebra M C B(H), then 1 —p and 1 — q are also equivalent. Thus, there
exists a unitary operator uw € M such that upu* = q.
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Proof. By Proposition 3.2.7 we have that p V ¢ is finite, hence by considering
(pVq)M(pV q) we may assume that M is finite. By the comparison theorem
there exists a central projection z € M, and projections p;, and g1 such that

(1-pz~qa<(1-qz and (1-g)(1-2)~p<(1-p)(1-2).

Then,
z=1=-plz+pz~qa+qz<(1—-¢qz+qz =z,

and
(1-2)=010-q¢)(1-2)+q(l—2)~pr1+p(l—2)<(1-2).

Since, z and (1—z) are finite this implies that ¢; = (1—¢)z and p; = (1—p)(1—2),
andsol—qg~1—p. |

A projection p € P(M) is countably decomposable if every family of non-
zero pairwise orthogonal subprojections is countable. A von Neumann algebra
is countably decomposable if the identity projection is. Note that separable von
Neumann algebras are always countably decomposable. Also, note that if p is
countably decomposable and ¢ < p then so is q.

Proposition 3.2.9. Let p,q € P(M) be properly infinite projections and sup-
pose that M is countably decomposable. If z(p) < z(q) then p < gq.

Proof. By the comparison theorem we may assume that ¢ < p, and hence we
may assume ¢ < p. By considering pMp we may also assume p = 1.

By Lemma 3.2.6 there exists a subprojection gy < ¢ such that gy ~ g—qo ~ q.
Take u € M such that v*u = ¢ and wu* = ¢ — qo. Setting ¢, = u"qo(u™)* we
obtain a family of pairwise orthogonal equivalent projections. Let {r,}, be a
maximal family of pairwise orthogonal projections such that r,, < ¢. Since M
is countably decomposable we have that {r,}, is countable and by maximality
we have that 1 — )" 7, and ¢ are centrally orthogonal, thus ), r, = 1 since
2(q) = z(p) = 1. Hence,

)
IZZTanQnS(L
n n=0

and so ¢ ~ 1 by the Cantor-Bernstein-Schréeder theorem for projections. |

Corollary 3.2.10. If M C B(H) is a countably decomposable factor, than any
two infinite projections in M are equivalent.

Exercise 3.2.11. Suppose that M C B(H) is a factor which is either finite,
or is countably decomposable and purely infinite. Show that M is algebraically
simple. Ie., the only two-sided ideals are {0}, or M.

Exercise 3.2.12. Let M C B(H) be a von Neumann algebra and consider a
non-zero vector £ € H. Let p be the supremum of all projections g such that
g€ = 0. Show that 1 — p is countably decomposable.
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Exercise 3.2.13. Let M C B(H) be a von Neumann algebra and set I = {x €
M | [xH] is countably decomposable.}. Show that I is a norm closed 2-sided
ideal and conclude that all finite factors are countably decomposable.

Exercise 3.2.14. Suppose that M C B(H) is a semi-finite factor which is not
finite. Show that the set of elements whose support projection is finite forms a
two-sided ideal Ko(M), whose closure K(M) does not equal M.

3.3 Type decomposition

A von Neumann algebra M C B(H) is of type I if every non-zero projection
has a non-zero abelian subprojection. M is of type IT if it is semi-finite and
has no non-zero abelian projections, if M is also finite then M is of type Iy,
if M is properly infinite then M is of type Il.,. M is of type III if it has no
non-zero finite projections.

Theorem 3.3.1. Let M C B(H) be a von Neumann algebra. Then there exists
unique projections Pr, Py, Prr._, and Prrp in Z(M) such that M Py, M Pry,,
MPrr_, and M Prrr are of type I,111,11, and II1 respectively, and such that
Pr+ Py, +Prr, + Prir=1.

Proof. Let P; be the supremum of all abelian projections in M. Since the
family of abelian projections is closed under conjugation by unitaries it follows
that uPru* = P; for all unitaries in M and since every operator is a linear
combination of 4 unitaries it then follows that Pj is central. If ¢ < Py, q # 0,
then since P; is central it follows that for some abelian projection r € M we
have that z(r)z(q) # 0 and hence by Proposition 3.1.9 there exists a non-zero
subprojection rg < 7 such that rg < ¢, thus ¢ has an abelian subprojection.
Therefore, M P; is type I, and 1 — P; has no abelian subprojections.

Let Pry, be the supremum of all finite central projections p € M such that
p <1— P;. Then M Py, is finite and M (1 — Pr — Pyy,) has no non-zero finite
central subprojections.

Let Prr.. be the supremum of all finite projections p € M such that p <1 —
Pr— Pry,. Then since the family of finite projections is closed under conjugation
by unitaries we again see that Py is central. By Proposition 3.2.3 we have
that Prr_ is semi-finite and has no non-zero finite central subprojections, hence
MPrr_ is type Il.. By definition of Pry, and Prr we then have that there
are no non-zero finite subprojections of Prry =1 — Pr — Prp, — Py, and hence
MP]I] is type II1.

To see that this decomposition is unique suppose that Qr + Qrr, + Qrr.. +
Q11 = 1 gives another such decomposition. Since MQyy; is type I11 we have
that Qs is purely infinite, and from Proposition 3.2.2 it follows that Q;;; Py =
QIIIPIh = QIIIPIIOO = 0, hence QIII S ij] and the same reasoning shows
that Prrr < Qrir-

Similarly, since Qrr, + Qrr., has no abelian subprojections, we have that
(Qrr, + Qr1.,)Pr = 0, hence Qrr, + Qrr., < Prr, + Prr,, and by symmetry
P][1 —|—P]]OO < QIIl + Q[]OQ. Therefore, PI = QI as well.
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Since Qrr, is finite and central, and Py is properly infinite we have that
Qrr, Prr., = 0. Similarly we have Prr, Qrr., = 0 and hence Pr;, = Qrr, and
Prr, = Qi1 - [ |

Corollary 3.3.2. A factor is either of type I, type 11, type 11, or type I11.

Proposition 3.3.3. Let M C B(H) be a von Neumann algebra, and suppose
p € P(M) such that z(p) =1, then

1. M is type I if and only if pMp is type I;
2. M is type I if and only if pMp is type 11;
8. M s type I11 if and only if pMp is type I11.

Proof. If M is type I then clearly pMp is type I since every projection in pMp
is also a projection in M. Conversely, if pMp is type I and ¢ € P(M) is a
non-zero projection, then by Proposition 3.1.9 there exists v € M such that
v # 0, v*v < ¢, and vv* < p. Since pMp is type I we then have that there is a
minimal projection pg < vv*, and hence v*pov < ¢ is also a minimal projection.
Hence M is type I.

Essentially the same argument also works in the type I7 and type III cases
by considering finite subprojections rather than minimal subprojections. |

Theorem 3.3.4. Let M C B(H) be a von Neumann algebra with a cyclic vector
&€ H. Then for each n € H there x,y € M with x > 0, and ( € xH, such that

z(=¢ and y¢ = .

Proof. Fix n € H, and assume ||€]|,|n|| < 1. Since & is cyclic there exists a
sequence T, € M such that ||n — 22:1 z,&|| <47F for each k € N. Then h? =
1+ Zszl 4"z x,, defines an increasing sequence in M. By Proposition 1.4.6
h,;l is then a decreasing sequence of positive elements and so by Lemma 2.7.1
must converge in the strong operator topology to a limit .

For k € N we have

k k
1€l = (&, &) = [I€1° + D 4™ lenl® <1423 47" <2,
n=1 n=1

Therefore {h;&}r is a bounded sequence and so must have a weak cluster point
CeH.

To see that z¢ = &, fix £, € H, and € > 0, and consider k € N such that
I = higll < § and [|(z — by Héoll < .

Then

|<ZC - 5750” < ‘<hk£,.’bfo> - <£a£0>| +

= [(hi€, x€& — by, *Eo)| + 5

[CECTRY)

3 9
< —||h - <
Sl + 5 <,
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so that x( = €.
For m > k we have

0 < h'4%ziaph,t < ht(1 4+ Z 4"zt xn )b, =1,

and since h;'4¥z7x kol is strong operator convergent to 4*zafzir we then

have ||zxz||? = ||z*zfapz| < 47%. Therefore, Y 7 | 2 converges in norm to
an operator y, and we have y¢ = >~ zpa( = > oo x€ = 1.
Since ker(y) C ker(z) we can replace ¢ by [xH]¢ if needed. [ ]

Proposition 3.3.5. Let M C B(H) be a von Neumann algebra. If £, € H are
two cyclic vectors, then [M'¢] ~ [M'n).

Proof. Let £, € H be cyclic vectors. By the previous theorem there exists
x,y € M with z > 0, and ¢ € 2H such that ¢ = £ and y{ = n. Set p = [M’(].
Since ¢ € aH, and p{ = ¢, we then have ¢ € prH. Hence p < [M'paH] <
[prH] < [pH] = p and so p = [prH] ~ [zpH] = [t M'(] = [M'€].
On the other hand, we have [M'n] = [yM'(] = [ypH] ~ [pyH] < p ~ [M'¢].
The result then follows by symmetry. |

Proposition 3.3.6. Let M C B(H) be a von Neumann algebra and suppose
&n € H. Then [M'E] = [M'n] in M if and only if [ME&] < [Mn] in M’'.

Proof. We will first show that [M'¢] ~ [M'n] in M if and only if [M&] ~ [Mn]
in M’. For this, suppose v € M such that v*v = [M’'{] and vv* = [M'n).
Then [M'v€] = [vM'€] = [M'n], and [Mv€] < [ME] = [Mv*v€] < [Mv€]. Thus,
replacing £ with v we may assume that [M'¢] = [M'n).

Then the central support z of [Mn] is [M'Mn] = [MM'n] = [M’'ME¢], and so
by considering Mz we may assume that all projections [M¢], and [Mn] in M’,
and pg = [M'¢] = [M'n] in M, have central support equal to 1.

In particular then z +— zpy gives an isomorphism from M’ onto M'pg, and
so [M¢], and [Mn] are equivalent in M’ if and only if [M¢]pg, and [Mn]py are
equivalent in M’py. But po& and pon are cyclic vectors for M'pg and so by the
previous proposition we have the equivalence.

For the general case, if [M'¢] ~ ¢ < [M'n)], then ¢ = [M'qn] and hence from
above we have [M¢] ~ [M qn] < [Mn]. ]

Lemma 3.3.7. Let M C B(H) be a finite von Neumann algebra and suppose
that M has a cyclic and separating vector, then M’ is finite.

Proof. Suppose £ € H is a cyclic and separating vector, and that M’ is not
finite. If ¢ € P(M’) is a maximal central finite projection, then (1 — ¢)¢ is a
cyclic and separating vector for M (1 — g), and replacing M with M (1 — q) we
will assume that M’ is properly infinite.

If M were abelian then M would be maximal abelian since it has a cyclic
and separating vector (see the remark before Theorem 2.8.5), contradicting the
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fact that M’ is properly infinite. Thus, there exists a projection p € P(M) such
that p < z(p) = 1.

Let ¢ = [Mp€¢] € M’. Since M’ has a separating vector it is countably
decomposable (see Exercise 3.2.12), and hence by Proposition 3.2.9 we have
q ~ 2(q) = [M'Mp¢] = [MpM'¢] = [MpH] = 2(p) = 1.

Thus [Mp€] ~ 1 = [M¢&] in M’ and so by Proposition 3.3.6 we have p =
[pM'€] = [M'p€] ~ [M'€] =1 in M, showing that M is not finite. [ ]

Lemma 3.3.8. Let M C B(H) be a von Neumann algebra, and suppose p €
P(M), and g € P(M'"). Then (pMpq)' N B(pgH) = qM’qp.

Proof. 1t’s sufficient to check in the cases when either p = 1 or ¢ = 1. When
p = 1 then clearly ¢M'q C (Mq)' NB(¢H), and if x € (Mq) NB(¢H) andy € M
then

vy =2x(qy + (1 — q)y) = zqy = yqxr = (yq + y(1 — q))z = yz,

thus (Mq)' N B(qH) C ¢M’q.

Taking commutants and using von Neumann’s double commutant theorem
also gives Mq = (¢M’q)’ N B(¢H). Replacing M with M’ and ¢ with p then
gives the other case. n

Theorem 3.3.9. Let M C B(H) be a von Neumann algebra, then
1. M is type I if and only if M' is type I;
2. M is type 11 if and only if M’ is type I11;
3. M is type III if and only if M’ is type II1.

Proof. We only need to show one implication for each type as the other then
follows from von Neumann’s double commutant theorem.

First, suppose that M is type II, and take ¢ € M’ a non-zero projection.
Consider £ € H such that g€ # 0, and take p < [¢M'¢€] € Mg a non-zero
finite projection. Then pgé is cyclic and separating for pMpq. As pMpq is not
abelian, neither is gM’gp, and hence ¢ cannot be an abelian projection. Also,
by Lemmas 3.3.7, and 3.3.8 we have that (pMpq)’ = ¢M’qp is finite, showing
that ¢ has a finite subprojection. Since ¢ was arbitrary this shows that M’ is
type 11.

Next, if M is type I1I, and ¢ € M’ were a non-zero finite projection, then
from above we would have Mq = (¢M’q)’ semi-finite giving a contradiction.
Thus, M’ has no non-zero finite projections and hence is type II1.

Finally, if M is type I then from above it follows that M’ cannot have a type
I or type II1 von Neumann algebra as a direct summand. Thus, M’ must be
type 1. |
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3.4 Type I von Neumann algebras

For a cardinal number n, a von Neumann algebra M is type I, if 1 is a sum
of n equivalent non-zero abelian projections. We use the terminology type I,
to describe a properly infinite type I von Neumann algebra.

Lemma 3.4.1. If n and m are cardinal numbers such that a von Neumann
algebra M is both type I, and type L, then n = m.

Proof. If n or m is finite this is clear. For infinite cardinals suppose 1 =
Yic1Pi = D jey 45 where {p;}, and {g;} are each infinite pairwise orthogonal
collections of abelian projections with central support 1.

First note that for each £ € H, there are only countably many j € J such
that g;§ # 0, hence for each fixed ¢ € I, there are only countably many j € J
such that [p;q; H]¢ # 0. If we denote by z; ; the central support of [p;q;H] then
as 7 ;[pigjH] = [pig;H], and as p; is abelian we then have [p;¢;H] < p;zi; =
[piMpiq;H] < [pigjpiMpiH] < [pigjH]. Thus, 2; jp; = [pig;H], and so for each
i € I, and { € p;H, there are only countably many j € J such that z; ;€ # 0.
As {p;} is a pairwise orthogonal family we then have that for each ¢ € H, and
i € I, there are only countably many j € J such that z; ;§ # 0.

Fix & € H a non-zero vector, and for each i € I set J; = {j € J | z; ;o # 0}.
For each j € J, we have V;erz;,; = z(p;) = 1, and hence there exists some i € T
such that z; ;&o # 0. Hence we have J = U;crJ;, and as each J; is countable
we then have |J| < |I x N| = |I|. By symmetry we also have |I| < |J|, and so
|I| = |J| by the Cantor-Bernstein-Schréeder theorem. |

Proposition 3.4.2. Fvery type I von Neumann algebra M C B(H) is a direct
sum of type I, von Neumann algebras. Moreover, this decomposition is unique.

Proof. If M is any type I von Neumann algebra and we fix ¢ a non-zero abelian
projection, then we may consider a maximal family {g;};c; of pairwise orthog-
onal abelian projections such that ¢; ~ ¢ for each ¢ € I. We then have that
Y ier @ < 2(q), and if 7, ; ¢z < z for some non-zero central subprojection
z < 2(q), then there is a non-zero abelian subprojection o < 2=, .; ¢;2. Thus,
if Y7, c; ¢iz < z for all non-zero central subprojections z < z(¢) then a maximal-
ity argument would produce an abelian subprojection go < 2(q) =, ¢: whose
central support is z(g). Buth then ¢y ~ ¢ contradicting maximality of the set
{qi}icr. Hence, there exists some non-zero central subprojection z < z(g) such
that ), ; ¢iz = 2, and hence Mz is type I|;). Thus, every type I von Neumann
algebra contains a type I,, direct summand for some cardinal number n.

For each cardinal number n, let {z;}; be a maximal family of orthogonal
central projections, such that Mz; is type I,, for each i. If we set p, = >, 2
then have that Mp, is type I,, and M(1 — p,) has no type I, summand.
By Lemma 3.4.1 we have that {p,} is a pairwise orthogonal family of projec-
tions and from the argument above, for a large enough cardinal number N, we
have 1 = )7 _nPn. Uniqueness of this decomposition follows directly from
Lemma 3.4.1. |
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Theorem 3.4.3. A type I factor M is x-isomorphic to B(K) for some Hilbert
space K.

Proof. By Zorn’s Lemma there exists a maximal family of pairwise orthogonal
minimal projection F C M. If we denote by P = Vpcrp then 1 — P can have
no minimal subprojections and hence since M is a type I factor it follows that
pP=1.

If p,q € F, then by minimality we cannot have p < ¢ or ¢ < ¢, thus by
Corollary 3.1.11 we must have that p ~ ¢q. Hence, if we fix pg € F, then for
any ¢ € F we can chose a partial isometry v, € M such that viv, = po, and
vgvy; = ¢. We may assume in addition that v,, = p.

For each p,q € F we define the partial isometry v, , = vpvy. It is then easy
to verify that vy, = p, vy, = vgp, and vy gvgr = vy, for all p,q,r € F.

We may then define a map 6 : B({2F) — M by 0(T) = > paer{T8q:0p)vp,q,
where the sum is taken in the SOT. The map € is clearly unital, linear, adjoint
preserving, and injective. From Parseval’s identity we see that it is multiplicative
as well. Indeed, for T, S € B(¢2F) we have

O(T)O(S) = ( D (T6r,6)vpr)( Y (564,67 )vr0q)

p,r€F r’,qeF
= Z (07, T 6p)(S0q, 67)Vp,q

p,q,rEF

= > (864, T"0p)vpq = O(TS).
P,qEF
The fact that 6 is onto follows from the fact that for x € M we have pzq € Cup 4,
and x =3z prg. [ |
A similar classification for type I von Neumann algebras can be made, but

we will delay this discussion until after we introduce tensor products of von
Neumann algebras.



Chapter 4

States and traces

If A is a C*-algebra then A* is a Banach space which is also an A-bimodule
given by (a - -b)(x) = ¢(bxa). Moreover, the bimodule structure is continuous
since

lla-9-b = sup [¢p(bxa)| < sup [[¥fl[[bzall < [l¢[|]b]]]al].
z€(A)1 z€(A)

4.1 States

A linear functional ¢ : A — C on a C*-algebra A is positive if p(z) > 0,
whenever « € A,. Note that if ¢ : A — C is positive then so is a* - ¢ - a for all
a € A. A positive linear functional is faithful if ¢(x) # 0 for every non-zero
x € A, and a state if ¢ is positive, and |¢|| = 1. The state space S(A4) is
a convex closed subspace of the unit ball of A*, and as such it is a compact
Hausdorff space when endowed with the weak*-topology.

Note that if ¢ € S(A) then for all x € A, x = 2™, then ¢(z) = (x4 —2x_) €
R. Hence, if y € A then writing y = y; +iy2 where y; are self-adjoint for j = 1, 2,

we have ¢(y*) = p(y1) — ip(y2) = ¢(y). In general, we say a functional is
Hermitian if o(y*) = ¢(y), for all y € A. Note that by defining ¢*(y) = ¢(y*)
then we have that ¢ + ¢*, and i(¢ — ¢*) are each Hermitian.

Also note that a positive linear functional ¢ : A — C is bounded. Indeed, if
{2, }n is any sequence of positive elements in (A); then for any (a,), € (N we
have Y an¢(zn) = ¢(>,, anxy,) < co. This shows that (¢(z,))n € £*°N and
since the sequence was arbitrary we have that ¢ is bounded on the set of positive
elements in (A4);. Writing an element z in the usual way as x = x1 —zo+izs—iry
then shows that ¢ is bounded on the whole unit ball.

Lemma 4.1.1. Let ¢ : A — C be a positive linear functional on a C*-algebra
A, then for all x,y € A we have |p(y*x)|? < o(y*y)p(z*x).

Proof. Since ¢ is positive, the sesquilinear form defined by (z,y) = ¢(y*z)
is non-negative definite. Thus, the result follows from the Cauchy-Schwarz
inequality. |

55
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Lemma 4.1.2. Suppose A is a unital C*-algebra. A linear functional p : A — C
is positive if and only ||¢|| = ¢(1).

Proof. First suppose ¢ is a positive linear functional, then for all z € A we have
o(l|lx +2*|| £ (x +2*)) > 0. Since ¢ is Hermitian we then have

x+a* x+a*
5 = =5 lle) = llzlle(),

p(@)] = [ (

showing [l < ¢(1) < [l]-
Now suppose |¢]] = ¢(1), and € A is a positive element such that p(z) =
a + i3, where a, 5 € R. For all t € R we have

a® + (B +tllel)?* = le(x +it)]”
< llz +it)*llel* = (l=ll* + )l l*.

Subtracting t2||¢||* from both sides of this inequality shows 23t||¢|l < |lz|?¢ll,
thus g = 0.
Also, we have

zlllell — e(x) = ezl —z) < Izl —z[lllell < [lzllell,
hence o > 0. [ |

Corollary 4.1.3. Ifp : A — C is a positive linear functional on a C*-algebra A,
then ¢ has a unique extension to a positive linear functional on the unitization

A.

Proposition 4.1.4. Let A be a C*-algebra and x € A. For each \ € o(x) there
exists a state ¢ € S(A) such that p(x) = A

Proof. By considering the unitization, we may assume that A is unital. Consider
the subspace Cx 4+ C1 C A, with the linear functional ¢ on this space defined
by wo(ax + 8) = aX+ 3, for o, 8 € C. Since o(ax + ) € o(azx + () we have
that [|¢of = 1.

By the Hahn-Banach theorem there exists an extension ¢ : A — C such that
lell =1 =¢(1). By Lemma 4.1.2 ¢ € S(A), and we have ¢(z) = A. |

Proposition 4.1.5. Let A be a C*-algebra, and x € A.

(1) = =0 if and only if o(x) =0 for all ¢ € S(A).

(i1) x is self-adjoint if and only if p(x) € R for all p € S(A).
(#91) x is positive if and only if (x) > 0 for all ¢ € S(A).

Proof. (i) If p(x) = 0 for all p € S(A) then writing z = 1 +ixy where z; = z7,
for j = 1,2, we have ¢(z;) = 0 for all ¢ € S(A), j =1,2. Thus, z1 = x2 =0 by
Proposition 4.1.4 L

(i) If p(x) € R for all ¢ € S(A) then p(x — z*) = p(x) — ¢(z) = 0, for all
v € S(A). Hence x — z* = 0.

(iii) If o(x) > 0 for all ¢ € S(A) then z = x* and by Proposition 4.1.4 we
have o(z) C [0, 00). ]
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4.1.1 The Gelfand-Naimark-Segal construction

A representation of a C*-algebra A is a x-homomorphism 7 : A — B(H).
If K C H is a closed subspace such that 7(x)IC C K for all x € A then the
restriction to this subspace determines a sub-representation. If the only
sub-representations are the restrictions to {0} or A then = is irreducible |,
which by the double commutant theorem is equivalent to the von Neumann
algebra generated by 7(A) being B(H). Two representations 7 : A — B(H) and
p: A — B(K) are equivalent if there exists a unitary U : H — K such that
Un(z) = p(x)U, for all z € A.

If #: A — B(H) is a representation, and ¢ € H, ||€]| = 1 then we ob-
tain a state on A by the formula p¢(z) = (7(2)€,€). Indeed, if € A then
(m(x*2)€, &) = ||n(2)€]|* > 0. We now show that every state arises in this way.

Theorem 4.1.6 (The GNS construction). Let A be a unital C*-algebra, and
consider ¢ € S(A), then there exists a Hilbert space L*(A, ), and a unique (up
to equivalence) representation m : A — B(L*(A,¢)), with a unit cyclic vector
1, € L*(A, @) such that (x) = (7(x)1y,, 1,), for all x € A,

Proof. Consider A, = {z € A| p(z*z) = 0}. Since

(z+y)(+y) <(@+y)(@+y +(@-y) -y =2"r+y"y)

we see that N, is a closed linear subspace. We then see that IV, is a left ideal
from the inequality (ax)*(az) < ||la||z*z.

We consider Ho = A/N,, which we endow with the inner product ([z], [y]) =
@(y*x), where [x] denotes the equivalence class of z in A/N,, (this is well defined
since N, is a left ideal). From Lemma 4.1.1 this inner product is positive definite,
and hence we denote by L%(A, ) the Hilbert space completion.

For a € A we consider the map my(a) : Ho — Ho given by mo(a)lz] =
[ax]. Since N,, is a left ideal this is well defined, and since |mo(a)[z]|? =
o((ax)*(ax)) < ||la|*¢(2*z) we have that this extends to a bounded operator
7(a) € B(L%*(4,¢)) such that ||7(a)|| < |la]|. The map a + w(a) is clearly
a homomorphism, and for z,y € A we have ([z],7(a*)[y]) = ¢y a*z) =
(m(a)[z], [y]), thus w(a*) = w(a)*. Also, if we consider 1, = [1] € Ho C L*(4,¢)
then we have (mw(a)l,, 1,) = ¢(a).

If p: A— B(K) and n € K is a cyclic vector such that ¢(a) = (p(a)n,n),
then we can consider the map Uy : Ho — K given by Uy([z]) = p(x)n. We then
have

(Uo([]), Uo([y])) = {p(z)n, p(y)n = (p(y" )0, n = @(y*x) = ([z], [y])

which shows that Uy is well defined and isometric. Also, for a,xz € A we have

Uo(m(a)[z]) = Uo([az]) = plax)n = p(a)Uo([z]).

Hence, Uy extends to an isometry U : L?(A, ¢) — K such that Ur(a) = p(a)U
for all a € A. Since 7 is cyclic, and p(A)n C U(L?*(A,¢)) we have that U is
unitary. ]
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Corollary 4.1.7. Let A be a C*-algebra, then there exists a faithful represen-
tation.

Proof. 1f we let 7 be the direct sum over all GNS representations corresponding
to states, then this follows easily from Proposition 4.1.5. Note also that if A is
separable, then so is S(A) and by considering a countable dense subset of S(A)
we can construct a faithful representation onto a separable Hilbert space. W

If ¢ and ¢ are two Hermitian linear functionals, we write ¢ < ¢ if p(a) <
Y(a) for all a € A, alternatively, this is if and only if ¢ — ¢ is a positive linear
functional. The following is a Radon-Nikodym type theorem for positive linear
functionals.

Proposition 4.1.8. Suppose ¢ and ¥ are positive linear functionals on a C*-
algebra A such that v is a state. Then ¢ < 1, if and only if there exists a unique
y € my(A) such that 0 <y <1 and ¢(a) = (my(a)yly, 1y) for all a € A.

Proof. First suppose that y € my(A)’, with 0 < y < 1. Then for all a € A,
a > 0 we have my(a)y = my(a)/2ymy(a)t/? < my(a), hence (my(a)yly,ly) <
(myp(a)ly, Ly) = ¢(a).

Conversely, if ¢ < 1), the Cauchy-Schwarz inequality implies

lo(b*a)* < p(a*a)p(b"b) < 9(a”a)p(b°b) = ||y (a)ly ]| my (b) 1yl

Thus (my(a)ly, 7 (b)1y)e = @(b*a) is a well defined non-negative definite
sesquilinear form on my(A)l, which is bounded by 1, and hence extends to
the closure L2(A, ).

Therefore there is an operator y € B(L?(A,%)), 0 < y < 1, such that
p(b*a) = (ymy(a)ly, my(b)1y), for all a,b € A.

If a,b,c € A then

(ymy (a)my () 1y, my(c)1y) = (ymy (ab)ly, my(c)ly) = p(c"ab)
= (ymy(b)1y, my(a”)my(c)1y)
(my (@)ymy (b) 1y, my(c)1y)-

Thus, ymy(a) = my(a)y, for all a € A.

To see that y is unique, suppose that 0 < z < 1, z € my(A)" such that
(my(a)zly, 1y) = (my(a)yly, 1y) for all a € A. Then ((z — y)1y, Ty (a*)1y) =0
for all @ € A and hence z — y = 0 since 1, is a cyclic vector for my(A). |

4.1.2 Pure states

A state ¢ on a C*-algebra A is said to be pure if it is an extreme point in S(A).

Proposition 4.1.9. A state ¢ on a C*-algebra A is a pure state if and only if
the corresponding GNS representation m, : A — B(L?*(A, ¢)) with corresponding
cyclic vector 1, is irreducible.
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Proof. Suppose first that ¢ is pure. If K C L?(A,¢p) is a closed invariant
subspace then so is K1 and we may consider £&; = [K](1,) € K and & =
— & € K*. For z € A we have

(€1, &) + (62, 62) = (214, 1p) = p(2).

Thus, either {; = 0, or & = 0, since ¢ is pure. Since 1, is cyclic, we have that
& is cyclic for K and &, is cyclic for K+ showing that either K = {0} or else
K+ = {0}.

Conversely, if ¢ = % + 5 5 Where Y € S(A) for j = 1,2, then we may
consider the map U : LQ( ) = L*(A, 1) ® L*(A, ¢2) such that U(zl,) =
(x%lwl) & (ar:%lw)7 for all z € A. It is not hard to see that U is a well
defined isometry and Uy (x) = (7, () ® 7y, (x))U for all € A. If we denote
by p1 € B(L?(A, 1) ® L*(A, ¢2) the orthogonal projection onto L?(A, ;) then
the operator U*p,U € B(L?(A, )) commutes with m(A), and for all z € A we
have

. 1 1
(Up1Umy(2)1y, 1p) = §<7T<p1($)1<p171@01> = §g01(x).
Hence U*p U € m,(A)"\ C which shows that 7, is not irreducible. [ |

Note that the previous proposition, together with Proposition 4.1.8 shows
also that a state ¢ is pure if and only if for any positive linear functional 1 such
that 1 < ¢ there exists a constant o > 0 such that ¥ = ap.

Exercise 4.1.10. Show that every finite-dimensional C*-algebra is isomorphic
to a finite direct sum of finite-dimensional type I factors

4.2 Normal representations

Recall that if M is a von Neumann algebra, then a bounded linear functional ¢ €
M* is normal if it is continuous in the o-WO'T, (or equivalently, by Lemma 2.4.3,
() = Tr(-A) for some trace class operator A).

Lemma 4.2.1. Suppose ¢ and v are positive linear functionals on a von Neu-
mann algebra M, and p € P(M) such that p - - p is normal and ¢(p) < ¥(p),
then there exists a non-zero projection ¢ € P(M), q¢ < p such that ¢(x) < ¥ (z)
for allx € gMgq, x > 0.

Proof. Consider the set C of all operators 0 < x < p such that p(x) > ¢¥(x). If z;
is any increasing family in C then since p-1)-p is normal we have ¥ (lim;_, o0 ;) =
lim;_, o0 9(z;) and since for each ¢ we have o(lim;_,o ;) > ¢(z;) it follows that
lim; ,o x; € C. Thus, by Zorn’s lemma there exists a maximal operator zy € C.
Moreover, xo # p since ¢(p) < ¥(p).

Since wg # p, there exists ¢ > 0 such that ¢ = 1 3j(p — wo) # 0. We
then have ¢ < p and if 0 < y < eq then zg < z¢9 +y < xg + €¢ < p, hence
p(zo +y) < Y(xo +y) < @(0) + 9 (y), and so p(y) < Y(y). u
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Proposition 4.2.2. Let ¢ be a positive linear functional on a von Neumann
algebra M C B(H), then the following statements are equivalent.

(i) ¢ is normal.

(i4) There is a positive trace class operator A such that p(x) = Tr(zA), for all
rec M.

(ii1) If x; € M is any bounded increasing net, then we have p(lim; o ;) =
lim; o0 ().

() If{pi}i is any family of pairwise orthogonal projections in M, then o(> ", p;) =

Zi o(pi)-

Proof. (i) = (ii) If ¢ is normal then there exist Hilbert-Schmidt operators
B and C such that ¢(z) = (zB,C)s for all z € A. If we set ¢(z) = +(z(B +
C), (B + C))a, then v is a positive linear functional and for z € M, z > 0 we
have

o) = %(xB,Cb + %<$B,C>2

= (B +C),(B+C))s— {{a(B~C), (B~ O < v(a).

By Proposition 4.1.8 there exists T € (M®C)’' C B(H®H) such that 0 < T < 1
and p(z) = 2(2TV2(B + C),TY*(B + C))s, for all z € M. The result then
follows.

(i) = (iii) This follows easily since z +— Tr(xzA) is SOT continuous and
since x; — lim;_, . x; in the SOT topology.

(ili) == (iv) This is obvious.

(iv) = (i) If p € P(M) is a non-zero projection, then we can consider
& € H such that ¢(p) < (p€,£). By Lemma 4.2.1 there then exists a non-zero
projection ¢ < p such that p(z) < (x€,&) for all x € ¢Mq. By the Cauchy-
Schwarz inequality for any x € M we then have

lp(zq)? < gz zq)p(1) < (gz*2q€, (1) = |lzgé|>p(1).

Thus ¢ - ¢ is SOT continuous, and hence normal.

By Zorn’s lemma we may consider a maximal family {p;};,c; of pairwise
orthogonal projections such that p; - ¢ is SOT continuous for all ¢ € I. From the
previous paragraph we have that ), p; = 1. By hypothesis, for any € > 0 there
exists a finite subcollection J C I such that if p = >, ; p; then p(p) > ¢(1)—¢,
but then for x € M we have

(e —p- ) (@) < plaz*)p(l —p) < [lz]Pe(1)(e(1) — ¢(p)),

hence [[¢ —p - ¢||*> < p(1)e. Therefore the finite partial sums of >, ; p; - ¢
converge to ¢ in norm, and since each p; - ¢ is normal it then follows that ¢ is
normal. |
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Corollary 4.2.3. If ¢ is a normal state on a von Neumann algebra M then
the GNS-representation (m,, L>(M, ), 1,) is a normal representation.

Proof. From the implication (i) = (ii) of the previous theorem we have
that ¢ is of the form x — (2T, T) for some Hilbert-Schmidt operator T. By
uniqueness of the GNS-construction it then follows that the GNS-representation
(mp, L?(M, ), 1,) is equivalent to a subrepresentation of the normal represen-
tation z +— . ® 1 € B(HRH). ]

Corollary 4.2.4. FEvery x-isomorphism between von Neumann algebras is nor-
mal.

Proof. If 8 : M — N is a *-isomorphism, then for any bounded increasing net
x; € M we have 0(lim; o ;) > lim; o 0(x;) and applying 6! gives the reverse
inequality as well. Hence 0 is normal just as in the previous corollary. |

4.3 Polar and Jordan decomposition

Lemma 4.3.1. Let M be a von Neumann algebra and I C M a left ideal
which is closed in the WOT, then there exists a projection p € P(M) such that
I = Mp. If, in addition, I is a two sided ideal then p is central. If V C M,
is a closed left invariant subspace (i.e., x - € V for allx € M, p € V), then
there exists a projection q € P(M) such that V.= M.q. If, in addition, V is
also right invariant then q is central.

Proof. By Theorem 1.4.9 any closed left ideal I C M has a right approximate
identity. Since [ is closed in the WOT it then follows that I has a right identity p.
Since p is positive and p? = p we have that p is a projection, and Mp = Ip = I.

If I is a two sided ideal then p is also a left identity, hence for all z € M we
have zp = pxp = pzx, and so p € Z(M).

If V C M, is a closed left invariant subspace then V0 = {x € M | p(z) =
0, for all ¢ € V'} is a right ideal which is closed in the WOT. Hence there exists
q € P(M) such that V°® = gM. and then it is easy to check that V = M,q. If
V is also right invariant then V9 will be a two sided ideal and hence ¢ will be
central. |

If ¢ : M — C is a normal positive linear functional, then {x € M | p(z*z) =
0} is a left ideal which is closed in the WOT, thus by the previous lemma there
exists a projection p € P(M) such that p(z*2) = 0 if and only if x € Mp. We
denote by s(¢) = 1 — p the support projection of ¢. Note that if ¢ = s(p)
then p(zq) = ¢(qr) = ¢(x) for all x € M, and moreover, ¢ will be faithful
when restricted to ¢Mgq.

Theorem 4.3.2 (Polar decomposition). Suppose M is a von Neumann algebra
and @ € M,, then there exists a unique partial isometry v € M and positive
linear functional ¥ € M, such that ¢ = v - and v*v = s(¢).
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Proof. We will assume that ||¢|| = 1. Since (M,)* = M, if ¢ € M, there
exists a € M, |la|]| < 1, such that ¢(a) = ||¢||. Consider a* = v|a*|, the polar
decomposition of a*. Then if ¢y = v* - ¢ we have ¥(|a*|) = p(a) = |l¢] = 1.
Since 0 < |a*| < 1, we have |||a*| + € (1 — |a*])|| < 1 for every 0 € R. If we fix
0 € R such that (1 — |a*]) > 0 then we have

Y(la*l) < w(la*]) +ev(1 — la*]) = (la*| + (1 = [a*])) < Y]l = ¥ (la”)).

Thus ¥ (1) = ¢(la*|) = ||¥| and hence ¢ is a positive linear functional.

Set p = v*v. By replacing a with avs(ip)v* we may assume that p < s(v),
and for x € M such that ||z| < 1, we have that ¥(|a*| + (1 — p)z*z(1 — p)) <
|£]] = ¢(]a*|) which shows that ¥((1 — p)z*z(1 — p)) = 0 and hence p > ().

To see that ¢ = v - ¢ it suffices to show that p(x(1 —p)) =0 for all z € M.
Suppose that ||z|| = 1 and ¢(z(1 — p)) = 5 > 0. Then for n € N we have

n+f=p(na+z(l-p)) <|na+z(l-p
= ||(na + (1 —p))(na +z(1 - p))*|'/?
= [n*|a*? + (1 = p)a*[|'/? < V/n? + 1,

which shows that 8 = 0.
To see that this decomposition is unique, suppose that ¢ = vy - ¥y gives
another decomposition, and set pg = vive = s(1pg). Then for z € M we have

P(x) = p(axv*) = o (zv*v0) = o (poxv*vp).

Setting x = 1 — pp we then have p = s(¢) < pp, and by symmetry we have
Po < p.

In particular we have vjv € pMp and so we may write viv = h + ik where h
and k are self-adjoint elements in pMp. Then ¢ (h) 4+ ip(k) = Y(viv) = o(p) =
%ol = el

Hence, ¢(h) = ||¢|| and ¥ (k) = 0. We then have p—h > 0 and ¢)(p—h) = 0,
thus since ¢ is faithful on pMp it follows that A = p, and we must then also
have k = 0 since ||vgv|| < 1. Hence, vjv = p and taking adjoints gives v*vg = p.

Thus, v = vp = vv*vg and so vv* < vou§. Similarly, we have vovg < vv*
from which it then follows that v = vg. Therefore, Y =v* - =v5-p =19. R

If ¢ € M, as in the previous theorem then we denote by |p| = 9 the
absolute value of . We also denote by s,.(¢) = v*v the right support
projection of ¢, and s;(¢) = vv* the left support projection of ¢, so that

si(p) @ se(p) = .

Theorem 4.3.3 (Jordan decomposition). Suppose M is a von Neumann algebra
and ¢ is a normal Hermitian linear functional, then there exist unique normal
positive linear functionals oy, p_ such that ¢ = @1 — p_ and ||l = ||lo+| +

lle-1I-
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Proof. As in the previous theorem, we will take a € M, |ja|]| < 1, such that
o(a) = ||¢ll. Note that since ¢ is Hermitian we may assume that a* = a, and
hence if we consider the polar decomposition a = |a|lv we have that v* = v
and hence v = p — ¢ for orthogonal projections p,q € M. For ¢ = |y|, since
p=wv-9 = (v-)* =1-v it follows that any spectral projection of v will
commute with 1, and hence p - ¢ and ¢ - ¢ will both be positive.

Since p-1 and ¢-1 have orthogonal supports and since p-¢—q-¢ = ¥ it follows
that ¢, =p-p and ¢_ = —q- ¢ are both positive. Thus, p = v?-p = p, —p_,
and

el = 0(1) = 91 (1) + o (1) = sl + oI

To see that this decomposition is unique, suppose that ¢ = @1 — @9 where

1,2 are positive, and such that ||| = 1]+ 2. Then [lp ]| = ¢(s(¢+))

p1(s(¢4)) < lleall, and similarly [[o—[| < 2. However, [¢i] + [l¢-|
o1l + lle2]] and so we have

IN

o+l = e1(s(es)) = llealls

lo-Il = @2(s(¢-)) = llea]l-

Thus, s(¢1) and s(p2) are orthogonal and hence ¢ = (s(v1) — s(v2)) (1 + p2).

By the uniqueness for polar decomposition we then have s(¢1) — s(p2) =
s(p+) — s(p—) from which it follows that s(p1) = s(p4) and s(v2) = s(e-).
Therefore, o1 = s(p1) - o = ¢, and g2 = s(2) - = Y. L

Corollary 4.3.4. Let M be a von Neumann algebra, then M, is spanned by
normal positive linear functionals.

By combining the previous corollary with Proposition 4.2.2 we obtain the
following corollaries.

Corollary 4.3.5. Let ¢ : M — C be a continuous linear functional on a von
Neumann algebra M, then ¢ is normal if and only if for any family {p;}:; of
pairwise orthogonal projections we have ¢(>_, pi) = >, ¢(pi)-

Corollary 4.3.6. Let ¢ : M — C be a continuous linear functional on a von
Neumann algebra M, then ¢ is normal if and only if ¢ is normal when restricted
to any abelian von Neumann subalgebra.

4.4 Unique preduals

Lemma 4.4.1. Let A be a C*-algebra, and suppose that X is a Banach space
such that X* =2 A. Then (A)1 N Ay is o(A, X)-compact.

Proof. Note that by Alaoglu’s theorem we have that (A); is (A, X)-compact.
Suppose {z,} is a net of positive elements in (A); which converge to a + ib
where a and b are self-adjoint.

If we fix t € R, then since z, + it € (A), 77z converges in the (A, X)-

topology to a + i(b + t) it follows from the o(A, X)-compactness of (A) ;i3
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that [|b+¢||> < la+i(b+t)||> <1+¢ for all t € R. In particular, if A € o(b),
then we have |\ +t|? < [|b+t]|> < 1+ ¢, for all + € R, which implies A = 0.
Hence, b = 0.

We then have ||a|| < 1, and since ||1 —z,|| < 1 and 1—x, converges to 1—a it
follows that ||1 —a|| < 1, hence a > 0. Thus, (A);NAL is 0(A, X)-compact. W

Lemma 4.4.2. Let A be a C*-algebra, and suppose that X is a Banach space
such that X* =2 A. Then for x € Ay, x = 0 if and only if p(x) = 0 for every
positive linear functional p € X.

Proof. From Lemma 4.4.1 we have that (4); N Ay is 0(A, X) compact, hence if
a € A, a <0, by the Hahn-Banach separation theorem there exists ¢ € X such
that ¢(a) < 0, and p(b) > 0 for all b € (A); N A4. Then ¢ € X is a positive
linear functional such that ¢(a) # 0. |

Lemma 4.4.3. Let A be a C*-algebra, and suppose that X is a Banach space
such that X* = A. Then every bounded increasing net {aq}o C Ay o(A, X)-
converges to a least upper bound. Moreover, if a, converges to a then r*asx
converges to x*ax for each x € A.
Proof. Suppose that {a,} is a bounded increasing net of positive operators. By
Lemma 4.4.1 (A); N A4 is o(A, X)-compact, and so there exists a o(A4, X)-
cluster point @ > 0. Moreover, since for fixed ap we have that a — a4, is a
cluster point of {as — aq,} it follows that a,, < a. Similarly, if b is an upper
bound for {a,} then b — a is a cluster point of {b — a,} and hence it follows
that a < b. Therefore, a, converges in the o(M, X)-topology to a unique least
upper bound.

Note that by taking an approximate identity for A, this in particular shows
that A is unital.

If z € A is invertible then z*ax is clearly the least upper bound for {z*a,z}.
In general, if b is the least upper bound of {x*a,z}, then taking A € R\ o(z),
for any ¢ € X a positive linear functional we have

Np(aa) = Mp(z*aa) = Ap(aqz) + ¢(z"aaz) = ¢((z — X aa(z = )
= o((x — N)*a(z — N)).
On the other hand, for 8 > a we have
lp(2*(ag — aa)| = lp(z*(ap — aa)/?(a — aa)'/?)|
< p(a*(ap — aa)r) Pp(ap — aa)'/?.
And similarly,
le((ag — aa)z) < plag —aa)?p(a*(ag — aa)e)'/?,
Hence,
Np(aa) = Ap(2*aa) = Ap(aat) + (2" aaz)
— X(a) = Ap(a*a) = Ap(az) + ¢(b),
And so z*ax = b by Lemma 4.4.2. |
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Theorem 4.4.4 (Sakai). Let M be a von Neumann algebra, then M, is the
unique predual of M in the sense that if X is a Banach space, and 0 : X* — M is
an isomorphism, then 0% : M™* — X** restricted to M, defines an isomorphism
from M, onto X.

Proof. By the Hahn-Banach Theorem, it is enough to show that under the
identification M = X*, we have X C M,.

If p € X C X* = M*, then from Lemma 4.4.3 it follows that for any
bounded increasing net {z,} we have lim, ¢(z,) = p(lim, z,), therefore ¢ €
M, by Corollary 4.3.5. |

Proposition 4.4.5 (Kadison, Pedersen). Let A C B(H) be a C*-algebra such
that 1 € A, and the SOT-limit of any monotone increasing net in A is contained
in A. Then A is a von Neumann algebra.

Proof. As the span of projections in A” is norm dense it is enough to show that
A contains every projection in A”.

If a € A, then taking f, : [0,00) — [0,00) defined by f,(¢t) = nt for 0 <t <
1 and f,(t) =1for t > L, we have that f,(aa*) is increasing to [a?], and thus
[aH] € A for all a € A.

If p,qg € A are projections then [(p + q)H] = p V ¢, thus A is closed un-
der taking finite supremums of projections, and as an arbitrary supremum is
an increasing net of finite supremums it follows that A is closed under taking
arbitrary supremums (or infimums) of projections.

If p € P(A”) then p = Veen[A'p€] and hence it is enough to show that
projections of the form [A’€] are contained in A for each £ € H. To show this
it is enough to show that for n 1L A’¢ there exists a positive operator y € A
such that y¢ = £, and yn = 0. Indeed, we would then have [yH] > [A’¢]
and [yH]n = 0. Taking the infimum of such projections would then show that
[A’€] € A.

So suppose &,1 € H such that n L A’6. By Kaplansky’s density theorem
there exists a sequence a, € Ag, N (A); such that | — a,€]| < 1/n, and
llann|| < 1/(n2™). By considering a2 we may assume that a,, > 0.

For n < m we define

yn,m:(1+ Z k‘ak)il Z kay.

n<k<m n<k<m

Then ypn,m € A+ N (A)1 and yp.m < ankgm kay,. Thus, for i < n we have

Wnmmm) <Y 27F <2

n<k<m

As Y, crem kar > may, we have y, , > (14 map,) 'may, (since t/(1+t) =
1 —1/(1+1t) is an operator monotone function), hence

L= Ypm < (L+man) ™t < (T+m) 1 +m(l—an)).
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Thus, for n < m we have

<§ - yn,m£7£> S 2/(1 + m)

For fixed n the sequence yy, », is increasing and hence converges to an element
Yn € Ay N (A)1. Since Ynt1,m < Yn,m for all m it follows that y,11 < y,, and
hence y,, is decreasing and so converges to an element y € A N (A);. For each
n € N we have

(yam,m) < 27" and (€ — ya€, &) <0,
therefore yn = 0, and y¢ = &£, completing the proof. ]

Theorem 4.4.6 (Sakai). Let A be a C*-algebra such that there is a Banach
space X, and an isomorphism X* = A. Then A is isomorphic to a von Neumann
algebra.

Proof. Let m : A — B(#) be the direct sum of all GNS-representations cor-
responding to states in X. Then by Lemma 4.4.2 7 is faithful and so all
that remains is to show that m(A) is a von Neumann algebra. Let {a,} be
a bounded increasing net in A, and let @ € B(H) be the SOT limit of 7(a).
From Lemma 4.4.3 we know that there also exists a € A such that a is the
o(A, X)-limit of {an}.

For each state ¢ € X we have ((z—7(a))1l,, 1) = lima 00 p(aa) —p(a) =0,
and similarly if b € A, then ((x — 7(a))7(b)1,,7(b)1,) = 0. The polarization
identity then gives ((z — m(a))m(b)1,,m(c)l,) = 0 for all b,c € A. As the net
{ay} is uniformly bounded, and as ¢ was arbitrary it then follows that = w(a).
Proposition 4.4.5 then shows that m(A) is a von Neumann algebra. ]

4.5 Standard representations

Theorem 4.5.1. Let M be a von Neumann algebra, suppose that fori € {1,2},
mi : M — B(H;) is a normal faithful representation, and set KK = H1®@Hsy. Then
the representations m; @ id : M — B(H;®K) are unitarily equivalent.

Proof. Let {£4}acr be a maximal family of unit vectors in H;®K such that
if P, denotes the projection onto the closure of the subspace (w1 ® id)(M)&q,
then {P,}, is a pairwise orthogonal family. Note that by maximality we have
S Po=1.

By Proposition 4.2.2, for any normal state ¢ € M, there exists a unit vector
¢ € Ha®Hs such that p(z) = ((ma®@id)(x)&, €) for all z € N. It then follows that
there exists a family {1, }ocr of unit vectors in Ha®K such that the projections
Q. onto the closure of the subspaces (73 ® id)(N)¢, are pairwise orthogonal,
and such that for each o € I, and x € N we have

((m @id)(2)€a; €a) = ((m2 @1d)(2)1a; 7o)

By uniqueness of the GNS-construction there then exists a family of partial
isometries {V, }aer C B(H1®K, Ha®K) such that VIV, = P,, and V,V = Q..
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Setting V' =" _ Vi, we then have that V' is an isometry such that V (m ®id)(z) =
(o ®1id)(z)V for all z € N.

By symmetry, there also exists an isometry W : Ho®K — H1®K such that
W(re ® id)(z) = (m1 ® id)(z)W for all z € N. We then have VV* VW €
(2 ®id)(N), and (VW)(VW)* < VV* < 1= (VW)*(VW), and so VV* ~ 1
in (m2 ® id)(NN)'. Hence there exists an isometry V € (w2 ® id)(N)’ such that

WV =V~
Setting U = V5V we then have that U is a unitary operator such that
U(m ®id)(z) = (mo ® id)(x)U for all x € N. [ |

Proposition 4.5.2. Let M be a von Neumann algebra. Then M 1is countably
decomposable if and only if M has a normal faithful state.

Proof. If M has a normal faithful state ¢, and {p, }acrs is a family of pairwise
orthogonal projections such that »° po = 1, then as ¢(3°,pa) = >, ¢(Pa)
it follows that ¢(p,) > 0 for only countably many « € I. Faithfulness then
implies that p, # 0 for only countably many « € I, and hence M is countably
decomposable.

Conversely, suppose M is countably decomposable and by Zorn’s lemma let
{pn} be a maximal family of pairwise orthogonal projections, such that there
exists a faithful normal state ¢, on p,Mp,. Since M is countably decom-
posable we have that {p,} is countable and hence we will assume that the
projections by indexed the natural numbers (the case when it is finite follows
similarly). We must have ) p, = 1 since otherwise taking any normal state ¢
on (1 -3 pn)M(1 -3, py), we would have that ¢ is faithful on s(p)Ms(yp),
contradicting the maximality of {p,}.

If we then define Y (z) = > y27"@n(Pnzpn), then it follows easily from
Proposition 4.2.2 that ¢ defines a normal state. Moreover, if x € M, such that
Y(xz*x) = 0, then p, (ppz*zp,) = 0 for each n € N and hence p,2*zp, = 0, and
so xp, = 0, for each n € N. Thus, v is faithful. [ |

If M is a countably decomposable von Neumann algebra then a normal
faithful representation 7 : M — B(H) is standard! if there exists a cyclic and
separating vector.

Example 4.5.3. Let M be a countably decomposable von Neumann algebra
and suppose that ¢ € M, is a normal faithful state, then the GNS representation
M C B(L?*(M,p)) is a standard representation.

Theorem 4.5.4. Let M be a countably decomposable von Neumann algebra.
Then all standard representations are unitarily equivalent.

Proof. Suppose for i € {1,2} we have a standard representation m; : M —
B(H;). By Theorem 4.5.1 we may assume that there is a normal representation
7 : M — B(K) and projections p; € w(M)', i = 1,2, such that m; = p;w. If
& € piK are cyclic and separating vectors for p;w(M), then in particular we

IStandard representations can be defined in general, but for simplicity we will only consider
the case when M is countably decomposable.
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have that &; are separating for (M), and hence [7(M)'&] =
thus by Proposition 3.3.6 we have p; = [m(M)&] ~ [7(M)&]
and hence m; and 7o are unitarily equivalent.

1= [ (M)'&s],
= py in 7(M)’,

It will be convenient to give the notation M C B(L?M) to the standard
representation. This is only defined up to unitary conjugacy but for each normal
faithful state ¢ we obtain a concrete realization as M C B(L%(M, ¢)).

Corollary 4.5.5. Let M C B(L*M), and N C B(L*N) be two countably de-
composable von Neumann algebras. If 6§ : M — N is an isomorphism, then
there exists a unitary U : LM — L2N, such that 0(z) = UzU* for all x € M.

4.6 The universal enveloping von Neumann al-
gebra

If Ais a C*-algebra then we can consider the direct sum of all GNS-representations
= @LpGS(A) T, we call this representation the universal *-representation,
and the von Neumann algebra m(A)” generated by this representation is the
universal enveloping von Neumann algebra of A. We will denote the
universal enveloping von Neumann algebra by A.

Theorem 4.6.1. Let m : A — B(H) be a representation of a C*-algebra A.
Then there exists a unique linear map 7 : A** — w(A)"” with T oi = 7 where i
is the canonical embedding of A into A**, such that 7 takes the unit ball of A**
onto the unit ball of m(A)"” and is continuous with respect to the weak®™ and o-
weak topologies. Moreover, in the case when m is the universal x-representation,
7 will be isometric, and a homeomorphism with respect to the weak™ and o-weak
topologies.

Proof. Set M = w(A)”. Then 7 induces a linear map from M* to A* and we
will denote by m, the restriction of this map to M, C M*. Taking the dual
again we obtain the map 7 from A** into (M,)* = M.

This map is continuous by construction, and clearly satisfies 7 o4 = 7. Since
homomorphisms of C*-algebras are contractions, it follows that 7 applied to the
unit ball of A** is compact and contains the image of unit ball of A under the
map 7 as a dense subset. By Kaplansky’s density theorem it then follows that
7 applied to the unit ball of A** is equal to the unit ball of M.

If 7 is the universal x-representation then 7, (M,) contains all positive linear
functionals, and hence by Theorem 4.6.2 is equal to A*. Thus, it follows that
7 is injective and hence gives an isometry, and since A** and M are locally
compact with respect to the weak* and o-weak topologies, it follows that 7 is a
homeomorphism. |

The previous theorem allows us to extend the Jordan decomposition of linear
functionals to arbitrary C*-algebras.
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Corollary 4.6.2. Suppose that A is a C*-algebra, and ¢ € A* is Hermitian,
then there exists unique positive linear functionals ¢y and ¢ on A such that

p=pr—p_.

Corollary 4.6.3. Let A be a C*-algebra, then A* is spanned by positive linear
functionals.

4.7 'Traces on finite von Neumann algebras

Lemma 4.7.1. Let M be a finite von Neumann algebra, and p € P(M) a non-
zero projection. If {p;}icr is a family of pairwise orthogonal projection in M
such that p; ~ p for each v € I, then I is finite.

Proof. If I were infinite then there would exist a proper subset J C I with the
same cardinality and we would then have that ), p; ~ Zjejpj < D icrPis
showing that ), _; p; is not finite, contradicting Proposition 3.2.2. ]

Lemma 4.7.2. Let M be a type I1I; von Neumann algebra. Then there exists
a projection py /o € P(M) such that pyjo ~ 1 —py/a.

Proof. Let {p;,q;} be a maximal family of pairwise orthogonal projections, such
that p; ~ ¢; for each i. If p1/o = >, ps, and ¢ = 3, ¢; then py /5 ~ ¢, and if
p1/2 +q # 1, then taking po,qo < 1 — (p1/2 + ¢) which are orthogonal, but not
centrally orthogonal, (this would be possible since (1—(py/2+q)) M (1—(p1/2+4))
is not abelian), there would then exist equivalent subprojections of pg, and ¢
contradicting maximality. Thus we have ¢ =1 — py 5. |

If M is a type II; von Neumann algebra, and if we set p; = 1, pp = 0, and
p1/2 € P(M) is as in the previous lemma, so that p; /, = v*v, and p; —p; /2 = vv*
for some partial isometry v € M, then py o Mp; /5 is also type I1; and so we may
iterate the previous lemma to produce p;,4 < p1/2 such that py /4 ~ p1/2 —p1/a-
If we set p3/y = pij2 + vp1/4v™, then we have pi/4 ~ pr41)/4 — Prya for all
0<k<3.

Proceeding by induction we may construct for each dyadic rational r € [0, 1],
a projection p, € P(M) such that p, < psifr <s,and if 0 <r < s <1, and
0 <1’ <s<1,such that s —r = s’ — 7', then we have p; — p, ~ psr — ppr.

Lemma 4.7.3. Let M by a type II von Neumann algebra, and let {p,}, be as
above. If p € P(M), p # 0, then there exists a central projection z € P(Z(M))
such that pz # 0, and p.z < pz for some positive dyadic rational r.

Proof. By considering Mz(p) we may assume that z(p) = 1. If the above does
not hold, then by the comparison theorem we would have p < p, for every
positive dyadic rational r. Thus, p would be equivalent to a subprojection of
Po—r — Py—(kt+1y for every k € N, which would contradict Lemma 4.7.1. |

If M is a von Neumann algebra, then a projection p € P(M) is monic if
there exists a finite collection of pairwise orthogonal projections {p1,pa,...,pn}
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such that p; ~ p for each 1 < i < n, and Y ", p; € Z(M). Note that in the
type I1; case, any of the projections p; /o« as defined above, are monic.

Proposition 4.7.4. If M is a finite von Neumann algebra, then every projection
is the sum of pairwise orthogonal monic projections.

Proof. By a maximality argument it is sufficient to show that every non-zero
projection has a non-zero monic subprojection. Also, by restricting with central
projections it suffices to consider separately the cases when M is type II, or
type I, with n < co.

The type II case follows from Lemma 4.7.3, and the type I,, case follows by
considering any non-zero abelian projection. |

If M is a von Neumann algebra, then a center-valued state is a linear
map ¢ : M — Z(M) such that p(z*z) > 0 for all x € M, ¢z = id, and
p(zx) = zp(z) forall x € M, z € Z(M). We say that ¢ is faithful if p(z*z) # 0
whenever z # 0.

Lemma 4.7.5. Let M be a von Neumann algebra, and ¢ : M — Z(M) a
center-valued state, then ¢ is bounded and ||¢|| = 1.

Proof. This is exactly the same as the proof of Lemma 4.1.2. First note that
 is Hermitian since if y is self-adjoint we have o(y) = p(y+) — ¢(y—) is also
self-adjoint, and in general, if y = y; + iy2 where y = y; then we have ¢(y*) =
o(y1) —ip(y2) = (y)*

Next, note that for all y € M we have ¢(|ly + v*|| £ (v + y*)) > 0, and so
@y + y*)| < lly +y* |, hence [lp(y)]| = (5] < [1955]| < |lyll, showing
lell <1 <lell- u

Lemma 4.7.6. Let M C B(H) be a von Neumann algebra, then M has a normal
center-valued state.

Proof. The von Neumann algebra Z(M)’ is type I, and hence has an abelian
projection ¢ with central support equal to 1. We then have gMq C ¢Z(M)'q =
Z(M)gq, and 6(z) = zq defines a normal isomorphism from Z(M) onto Z(M)q.
If we set p(x) = 07 1(qzq), for z € M, then ¢ is a normal center-valued state. W

Lemma 4.7.7. Let M be a von Neumann algebra, and 7 : M — Z(M) a
center-valued state. The following are equivalent:

(1) 7(xy) = 7(yx), for all x,y € M.
(1) T(xx*) = 7(z*x), for allz € M.
(#it) T(p) = 7(q), for all equivalent projections p,q € P(M).

Proof. The implication (i) = (ii) is obvious, as is (ii) == (iii). Suppose (iii)
holds, then for all p € P(M), and v € U(M) we have 7(upu*) = 7(p ) Since T
is bounded it then follows from functional calculus that 7(uzu*) = 7(z) for all
x=2a* € M,and u € U(M). Considering the real and imaginary parts this then
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holds for all x € M, and replacing x with zu it then follows that 7(ux) = 7(zu)
forallz € M, uw € U(M). As every operator is a span of four unitaries this then
shows (i). [ ]

We say that 7 is a center-valued trace if it satisfies the equivalent condi-
tions of the previous lemma.

Lemma 4.7.8. Let M be a finite von Neumann algebra. If ¢ : M — Z(M) is
a normal center-valued state, then for each € > 0 there exists p € P(M), such
that p(p) # 0, and for all x € pMp we have

plez®) < (14e)p(a"z).

Proof. Let gqo = 1—)", ¢; where {¢;} is a maximal family of pairwise orthogonal
projections with ¢(g;) = 0. By normality we have ¢(qp) = 1, and ¢ is faithful
when restricted to goMqp.

We let {e;, fi} be a maximal family of projections such that {e;}, and {f;}
are each pairwise orthogonal, e; ~ f; for each 4, and ¢(e;) > @(f;) for each i. If
we set e = qo — ), €;, and f = qo — >, fi then unless ¢ was already a trace we
have o(f) > p(e) > 0, Hence, f # 0, and by Proposition 3.2.8 we have e ~ f,
hence e # 0.

If we let 1 be the smallest number such that (&) < pe(f) whenever é < e,
f < f, and é ~ f then yu # 0 since @(e) # 0, and there exists € < e, f<f,
such that & ~ f and (14 ¢)@(€) £ pe(f), and thus cutting down by a suitable
central projection we may assume (1 + €)p(€) > pp(f).

If we now take {é;, fi} a maximal family such that {é;}, and {f;} are each
pairwise orthogonal, é; < &, f; < fi, & ~ fi, and (14 €)p(&) < pe(f;), then
p = € — >, € is non-zero, and equivalent to ¢ = f- > f;. Moreover, if
p1,p2 < p, such that p; ~ ps, then there exists » < ¢ such that r ~ p;, and
hence

p(p1) < pep(r) < (1+e)p(p2)-
Since ¢ is bounded and every positive operator can be approximated uni-
formly by the span of its spectral projections it then follows that
plur*zu) < (14 ¢)p(z*x),

for each = € pMp, and u € U(pMp). If =* has polar decomposition z* = v|z*|,
then since pMp is finite we can extend v to a unitary u* € U(pMp) and from
above this shows p(zz*) < (1 + &)p(z*x). |

Lemma 4.7.9. Let M be a finite von Neumann algebra, and € > 0. Then there
is a normal center-valued state @ such that for all x € M we have

plex) < (1+e)p(e"x).

Proof. We need only show existence of such a state on Mz for some non-zero
central projection z as a maximality argument will then finish the proof.



72 CHAPTER 4. STATES AND TRACES

By Lemma 4.7.6 there exists a normal center-valued state 1, and so by
Lemma 4.7.8 there exists some non-zero projection p € P(M) such that ¢ (za*) <
(14 ¢&)yp(x*z) for all x € pMp, and by Proposition 4.7.4 we may assume that p
is monic.

Let {p1,p2,...,pn} be a finite family of pairwise orthogonal projections such
that p; ~ p, and zo = >, p; € Z(M). Take v; € M such that vjv; = p; and
vivy = p. For & € Mz we then set go(z) = Y i Y(vizv}). If & € Mz we
have

0 < po(za*) = po(w202") = Y po(wp;z*)
j=1
= Z Y(vizvivizTo;) < (1+¢) Z Y(vjz* o] vizvy)
,j=1 4,j=1
=(1+4¢) Z(po(x*piac) = (1+¢)po(z*z).

i=1

For zZ € Z(M)z, and x € Mz we have ¢o(2z) = > Y(viZzv}) = Zpo(z).
In general, it may not be the case that ¢g(z9) = z9. However, we do
have ¢g(20) > 0, and hence, taking a spectral projection z of the form z =
Lie,00)(w0(20)), then we have that 0 # z = ypo(20) for some y > 0, y € Z(M).
If we set ¢(z) = ypo(x), then we still have 0 < p(zz*) < (1 + ¢)p(xz™), for
x € Mz, and ¢ is then a center-valued state on Mz. ]

Theorem 4.7.10. A von Neumann algebra M is finite if and only if there exists
a (normal) center-valued trace. Moreover, any such trace is faithful.

Proof. First note that if 7 is a center-valued trace on M and if p is any monic
projection, say >, p; = z € Z(M) where p; ~ p, then z = 7(3°1_ | p;) =
nT(p), and hence 7(p) > 0. Proposition 4.7.4 then shows that 7(p) > 0 for any
non-zero projection, and hence it follows that 7(x) > 0 for any non-zero positive
operator x € M, so that 7 is faithful.

If v € M is an isometry we then have 1 = 7(v*v) = 7(vv*), and hence
7(1 — vv*) = 0 which shows that vv* = 1 and hence M is finite.

Conversely, if M is finite, then from Lemma 4.7.9, if {a,, } is a strictly decreas-
ing sequence of real number that converge to 1, there exists a sequence of nor-
mal center-valued states 7,, such that 7, (z2*) < a,, 7, (x*x) for each n € N, and
x € M. We claim that if 1 < m < n, then the function a2,7,, — 7, is a positive
linear map. From this Lemma 4.7.5 would then imply that ||a2, 7, —7, | < a2,—1.

To see that a2,7,, — 7, is positive it is enough to consider projections, and
since this map is normal, by Proposition 4.7.4 it is then enough to consider
monic projections. So let p ~ p; ~ -+ ~ pi be non-zero projections such that
z = Zle p; is a projection in Z(M). We then have 7,,(p) < an7m(pi), and
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Tm(P) < @mTm (pi) for each 1 < i < k. Hence,

k

k7. (p) < ay Z Ta(Di) = anTn(2) = anz
i=1

k
= anTm(Z) = an Z Tm(pz)
=1
< kaname(p) < kaz,ﬂ'm(p)-

Thus, we have shown that [|a2,7,, — 7,|| < a2, — 1, and hence it follows that
there is a bounded linear map 7, such that |7 — 7,,,]| — 0.

We then have 0 < 7(xz*) < 7(x*z) and so we must have equality for all
x € M. Considering the polar decomposition of x it then follows that 7(u*yu) =
7(y) for all w € U(M), and y > 0, invertible. Taking linear combinations it then
follows that 7(u*yu) = 7(y) for all v € U(M), and y € M, or equivalently
that 7(yu) = 7(uy) for all uw € U(M), y € M. Since every element is a linear
combination of unitaries we then have 7(xy) = 7(yz) for all z,y € M.

Clearly, 7z(ar) = id and 7(2x) = 27(x) for all z € Z(M), and z € M.
Thus, the only thing remaining to check is that 7 is normal. If ¢ € M,, then
lpoT —@otmll < |lellllT — Tmll, and hence ¢ o 7 since M, is closed. Thus, 7 is
normal. ]

Proposition 4.7.11. Let M be a finite von Neumann algebra with center-valued
trace 7. If p,q € P(M), then p =< q if and only if 7(p) < 7(q)

Proof. If p = v*v, and vv* < ¢ then 7(p) = 7(vv*) < 7(¢). Conversely, if
7(p) < 7(q), then by the comparison theorem there exists z € P(Z(M)) such
that pz < gz and (1 —2)g < (1 —2)p. If v*v = (1 — 2)q and vv* < (1 — z)p then
we have 7(vv*) < 7((1 —2)p) = (1 —2)7(p) < 7((1 — 2)q) = 7(vv*), and since T
is faithful we have vv* = (1 — 2)p, hence (1 —2)g~ (1 —z)pandsop <¢q. W

Proposition 4.7.12. Let M be a finite von Neumann algebra with normal
faithful trace T, then conjugation x — x* extends to an anti-linear isometry
J:L*(M,7) — L*(M,7), and we have M' N B(L*(M, 7)) = JMJ.

Proof. For x € M we have ||z*||3 = 7(zz*) = 7(2*z) = ||z||3, thus this ex-
tends to an anti-linear isometry J : L2(M,7) — L?(M, 7). Note that we have
(JE, Jn) = (n, &) for all £, n € L?(M,T).

For a vector £ € L?(M, 1) we define the unbounded operators Lg M1, —
L*(M,7) and Rg : M1, — L?>(M, ) by

Lizl, = (Ja*J)&; Rixl, = a.

Note that if x; € M, and n € L?(M, 1) such that ||z;||2 — 0, and Lgmilr — 7,
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then for all z € M we have
(.2)] = Jim |((Jaf),2)] = lim [(€. (Jad)2)
= lim (£, zz7)|
11— 00
< lim [eflllzl 2]l = 0.

Thus, the operator Lg is closable and completing the graph gives rise to a closed
operator L¢. Similarly, Rg is closable and we have the corresponding operator

R¢. Note that L,;, = for all x € M.
If 2,y € M, and £ € L?(M,7) then we have
<RJEI1‘Hle> = <'T']§7y17'> = <y*:E17.,£> = (Ilﬂngh),
hence Rje = RZ'
We also have

(JLe )zl = 2J€ = Ryexl, = Rixl,,

hence JL¢J = Rf. If we set M = {L¢ | Le € B(L*(M,7))} and N := {R; |
Re € B(L?*(M, 7))}, then since JMJ = N to finish the proposition it is enough
to show M = M and M’ = N.

Note that we clearly have M C M, and N ¢ M'. If z € M’, then consider
& =2x1,. For y € M we then have

Rfyl‘r = yg = nylT =xyl,,

Thus R¢ = x, showing M’ C N. If L¢ € M, then Lg € N’ = M" = M showing
that M C M. ]

4.8 Dixmier’s property

Lemma 4.8.1. Let M C B(H) be a von Neumann algebra, and suppose x =
x* € M, then there exists a unitary u € U(M), and y = y* € Z(M) such that
I5(@ + w*au) —y|| < ]

Proof. We may assume that [z|| = 1. Let p = 1jg,oc)(2), and ¢ = 1 — p. By the
comparison theorem there exists z € P(Z(M)), q1, g2, p1,p2 € P(M) such that

2g~p1 <p1+p2=2zp, and (1—2)p~q <q¢ +q¢=(1-2)q.

Suppose v, w € M such that v*v = zq, vv* = p1, w*w = (1—2)p, and ww* = q;.
Set u=v +v* + w + w* 4+ g2 + p2. Then u € U(M), and we have

* * * .
U pru = 24, U zqu = p1, U p2u = P2;

u qu = (1—2)p, u* (1 — 2)pu = q1, u gau = ¢o.
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We then have —zq < zax < zp = p1 + p2, and conjugating by u gives —p; <
zu*xu < zq + ps. Hence,

1
(0 + zuu) < 5 (pn + 20) + po.

DN =

1
—§(Zq +p1) <

As zq + p1 + p2 = z we then have

1 <1( b outu) <
22_22x zutzu) < z,
hence,
3 <1( - 1 <
42_ 7 zr + zu*Tu 42_ 4z.

A similar argument shows

22 < (- 2a+ (- 2utaw) + {(1-2) < S(1-2),

Thus,

=~ w

1 1
5+ uou) — (22— 1)) <
]

Theorem 4.8.2 (Dixmier’s property). Let M C B(H) be a von Neumann alge-
bra. For all x € M denote by K(x)ithe norm closed convex hull of the unitary
orbit of x. Then we have Z(M) N K (x) # 0.

Proof. We denote by K the set of all maps « from M to M of the form a(y) =

Soi apulyu,, where ug, ..., u, €U(M), aq,...,a, >0,and " a; = 1.
Suppose x = ag+iby where ag and by are self-adjoint. By iterating Lemma 4.8.1,

there exists a sequence oy € K, and y, = y; € Z(M) such that if we set

U = Zle ¥i, and ax = ag(ak—1) then

k
- - 3
Jow =l = Nrans = n-0) ~ sl < (3) .

Hence, for any € > 0 there exists a € K, and y € Z(M) such that ||a(ag) —y| <
e. Similarly, there then exists 8 € K, and z € Z(M) such that ||5(a(bo)) — 2| <
¢, and note that we still have ||8(a(ag)) — y|| = ||B(a(ag) — y)|| < &. Thus, we
have || o a(x) — (y +iz)]| < 2e.

We can therefore take a sequence oy € K, and 2z, € Z(M) such that if we
define z¢p = z, and x = ai(xk—1) then

Hl‘k — Zk” < 1/2k.

In particular, we have ||zy41 —2x|| < [|apr: (2 —2x) + (2 —21)|| < 1/2F71, and
so the sequences {xx} and {z;} converge in norm to an element z € Z(M) N
K(z). [ |
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Corollary 4.8.3. A von Neumann algebra M is finite if and only if Z(M) N
K(x) consists of a single point for each x € M. Moreover, if M is finite then it
has a unique center-valued trace T, and we have Z(M)N K (x) = {7(x)} for all
e M.

Proof. 1f M is finite, then for any center-valued trace 7 we have that 7 is constant
on K(z), and so ) # K(x) N Z(M) C {7(z)}. Since the trace 7 was arbitrary,
and since M has a trace by Theorem 4.7.10, it follows that the trace must be
unique.

Conversely, if K(z)NZ(M) consists of a single element 7(z) for each x € M,
then 7 defines a center-valued state, and we have 7(u*zu) = 7(z) for each u €
U(M) and = € M, hence 7 is a trace and so M is finite by Theorem 4.7.10. H

4.8.1 The fundamental group of a II; factor

Let M be a II; factor, and let 7 be the unique trace on M. Then for all n € N
we have that M,, (M) is again a IT; factor with unique trace given by 7, ([z; ;]) =
L3 7(@4,4). If 0 < t < n then we know from Proposition 4.7.11 that for any
two projections p,q € P(M,(M)) with trace 7,(p) = 7,(¢) = t/n there is a
unitary u € U(M,,(M)) such that upMpu* = gMg. Thus, up to isomorphism
the factor pMp only depends on t. Note that this is also independent of n since
any two matrix algebras over M can be embedded into a larger common matrix
algebra. The amplification of M with parameter ¢ is the factor M* which is
define as the II; factor pMp (which is unique up to isomorphism class).

Note that M! 2 M, and also (M?")* = M?* for all ¢t,s > 0. The funda-
mental group? of M is F(M) = {t > 0| M! = M} which is easily seen for
form a subgroup of the multiplicative group Rs(. Note that if § : M — N is a
k-isomorphism then F(M) = F(N) and hence the fundamental group is an iso-
morphism class invariant of M.? Note that for all t > 0 we have F(M?) = F(M).

If M C B(H) is a von Neumann algebra and we consider the conjugate
Hilbert space 7. Recall that to each operator € M we may associate the
operator T € B(H) which is defined by € = z£. The opposite von Neumann
algebra M° = {7 | z € M} C B(H) is clearly a von Neumann algebra, and
the map = +— T defines an anti-linear isomorphism between M and M?°. If one
prefers to work with linear maps then consider z° = z*, the map x — x° is then
a normal linear isometry from M to M°, however, this is not an isomorphism
but rather an anti-isomorphism, i.e., (zy)° = y°z° for all z,y € M. It is clear

that F(M°) = F(M), for all II; factors M.

2This has no relation to the better known notion in topology.
3Better terminology might be the fundamental subgroup, since it is an invariant of M not
just as an abstract group but rather as a subgroup of Rq.
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4.9 Traces on semi-finite von Neumann algebras

4.9.1 Weights

By the Riesz representation theorem, if K is a compact Hausdorfl space then
states on C(K) are in 1-1 correspondence with Radon probability measures on
K. If we consider positive Radon measures which are not necessarily finite then
this leads to the notion of a weight. Specifically, a weight on a C*-algebra A
is a map ¢ : Ay — [0, 00| satisfying the following conditions for all z,y € A,
A>0:

el +y) =) +ey), @Az)=2Ap(z), ©(0)=0.
The weight is faithful if p(z) # 0 for every non-zero x € A, and ¢ is tracial
if p(zz*) = p(z*z), for all x € A.
If A is a von Neumann algebra then a weight ¢ is semi-finite if

po={z € Ay | ple) < 0o}

generates A as a von Neumann algebra, and ¢ is normal if ¢(sup ;) = sup ¢(=;),
for every bounded increasing net {x;} in A.

Example 4.9.1. The trace Tr is a normal faithful semi-finite tracial weight on
B(H).

Lemma 4.9.2. Let ¢ be a weight on a C*-algebra A, then
a) ng ={x € A|z*x €p,} is a left ideal of A.

b) my, ={> 1 yiwi | 1, Ty Y1, -, Yn € Ny} is a x-subalgebra of n, which
s equal to the span of p,.

Proof. That n, is a linear subspace follows from the inequality
(@+y)(r+y) <@+y) (@+y +(@—y) (@ -y =2"z+y").

That n, is a left ideal then follows from the inequality (ax)*(az) < |lallz*x.
Since n,, is a linear subspace we have that m, is a *-subalgebra. It is easy to
see that m, contains p,, and the fact that it is equal to the span of p,, follows
from the polarization identity

3

dy*x = Z i (x +i*y)* (@ + i*y).
k=0

We refer to m,, as the definition domain of ¢. If ¢(1) < oo, then we can
linearly extend ¢ to all of A, and after rescaling obtain a state.
If we fix a weight ¢ on a C*-algebra A, then the set

N, ={z € A| p(z"z) =0}
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is a left ideal of A contained in n,. We may then consider the quotient space
n,/N, with the quotient map 7, : n, — n,/N,. This then gives a positive
definite sesqui-linear form on n, /N, by the formula

(ne(x),mp(y)) = @(y*z),

for 2,y € n,. We denote by L?(A, ¢) the Hilbert space completion of this form.
Since n,, and N, are both left ideals we obtain a A module structure on n, /N,
by left multiplication, which from the inequality (az)*(az) < ||la||?z*z extends
to a representation T, : A — B(L?(A4, ¢)).

The following proposition follows as in the GNS-construction and so we leave
it to the reader.

Proposition 4.9.3. Let ¢ be a weight on a C*-algebra A, then m, : A —
B(L?*(A,¢)) is a continuous x-representation, which is faithful if @ is faithful.
Moreover, if A is a von Neumann algebra, and o is normal, then so is the
representation .

We call the triple (m,, L?(A, ¢),n,) the semi-cyclic representation of A.
Note that if A is unital, and ¢ is a state on A, then the map 7, : A — H, is
completely determined by the value 7,(1). And so in this case we can think of
this triple as a representation, together with a cyclic vector.

Theorem 4.9.4. Let M be a semi-finite factor, then there exists a unique, up
to scalar multiplication, normal semi-finite tracial weight Tr : My — [0, 00].
Moreover, Tr is faithful, and p € P(M) is finite if and only if Tr(p) < oo.

Proof. We have already constructed a tracial state on finite factors, thus for
existence we need only consider the case when M is properly infinite. Let
po € M be a non-zero finite projection, then there exists an infinite family
{pn}ner of pairwise orthogonal projections, such that >, p, =1, and py ~ p,,
for each n € I. Take v, € M such that viv, = po, and v v, = p,, and
let 79 be the unique tracial state on pgMpy. We define Tr : M — [0, 0] by
Tr(x) = >, c;7o(vhzv,). Then Tr is a weight on M, which is normal since
x + To(v}izv,) is normal for each n € I.

Note that we have v} Mwv,, C mt, for all n € I, and thus m, is weakly dense
in M, so that Tr is semi-finite. For each z € M we apply Fubini’s theorem to
obtain

Tr(xz*) = Z To(V) xVmUn, T V) = Z To(Vma vpviav) = Tr(za™).

n,mel n,mel

If p € P(M) is finite then so is pg V p, and there is a non-zero subprojection
q < po which is monic in (po Vp)M (po Vp). We then have 0 < Tr(g), and Tr(pyV
p) < oo. Thus, Tr is faithful and is finite on finite projections. Conversely, if
p € P(M) is infinite then there is a subprojection ¢ < p such that p ~ ¢ ~p—gq,
hence Tr(p) = Tr(q) = Tr(p—q), and so Tr(p) = 2Tr(p), and since Tr is faithful
we must have Tr(p) = oo.
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It only remains to prove uniqueness. So suppose M is a semi-finite factor and
w is a normal semi-finite tracial weight on M. Since w is semi-finite, for each x €
M., x # 0, there exists y € n,, such that /2y # 0. Hence, z*/?yy*z'/? € m,,
and so w(z'/?yy*z'/?) < co. Taking a suitable non-zero spectral projection g of
21/ 2yy*21/2 there then exists some number ¢ > 0 such that cq < z'/2yy*2z!/? <
Iyl

From above it follows that ¢ is a finite projection (since w(q) < o0), and
so w(q) # 0 since otherwise we would have w(p) = 0 for all finite projections,
contradicting semi-finiteness. Hence, w(x) # 0 showing that w is faithful, and
it then follows from the argument above that w(p) < oo if and only if p is finite.
In particular, if p € P(M) is any non-zero finite projection then wy,s, defines
a tracial positive linear functional and hence must be a scalar multiple of the
trace on pMp. Since M is semi-finite, every projection is an increasing limit of
finite projections we then obtain uniqueness of Tr up to a scalar multiple. W

Proposition 4.9.5. Let M be a countably decomposable semi-finite factor. If
p,q € P(M), then p < q if and only if Tr(p) < Tr(q).

Proof. 1If p and q are finite then Tr(,vq)r(pvq) 1S a scalar multiple of the trace
on (pVq)M(pV q), hence the conclusion follows from Proposition 4.7.11. By
Theorem 4.9.4 we have Tr(p) = oo if and only if p is not finite, and so the result
then follows from Corollary 3.2.10. |
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Chapter 5

Examples of von Neumann
algebras

5.1 Group von Neumann algebras

5.1.1 Group representations

Let T be a discrete group. A (unitary) representation of T is a homomorphism
m: ' = U(H). The trivial representation of I on H is given by 7(g) = 1,
for all g € I'. The left-regular (resp. right-regular) representation of IT" is
AT = UWPT) (resp. p : I' = U(PT)) given by (A\,&)(x) = &(g~'x) (resp.
(pgé)(z) = &(xzg)). If A < T is a subgroup, then the representation = : I' —
¢%(T/A) given by (m,€)(z) = £(g~'z) is a quasi-regular representation.

Two representations m; : I' = U(H;), i = 1,2, are equivalent if there exists
a unitary U : H; — Hga such that Umy(g) = m2(g)U, for all g € I'. Note that the
left and right-regular representations are seen to be equivalent by considering
the unitary U : £2T — (2T given by (U&)(z) = &(z71).

Given a unitary representation 7 : I' — U(H) we define the adjoint rep-
resentation 7 : I' — U(H) by setting 7,6 = m,€. We then have the natural
identification m = 7.

Given a family of unitary representations 7, : I' — U(H,), with + € I, the
direct-sum representation is @, ;7 : I' = U(P,; H.) defined by

(P9 = Pma).

el el

If I is finite, then the tensor product representation is given by the map

Rerm G —UQR,c H.) defined by
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If we use the identification H®K = HS(H, K), then for representations 7y :
I' - U(H), and ma : ' — U(K), the representation m ® T is realized on
HS(H, K) as (m @ 72)(9)(T) = mi(g)Tm2(g™").

Lemma 5.1.1 (Fell’s Absorption Principle). Let w : I' — U(H) be a unitary
representation of a discrete group I', and let 14y denote the trivial representation
of T' on H. Then the representations A @ m and A ® 1y are equivalent.

Proof. Consider the unitary U € U(¢*T' ® H) determined by U(d, ® £) = 6, @
m(g)¢, for all g € T, £ € H. Then for all h,g € T, and £ € H we have

Ur(A@m)(h)U(dy ® &) = U (A @ m)(h)(0y ® myE)
= U*(5hg ®7rh7rg§)
= 5hg X ﬂ-(hg)*lﬂ-hﬂ-gg = ()\ 4 1H)(h)(6g X f)

If £,m € 2T, the convolution of ¢ with 7 is the function £ 7 : ' — C given
by
(Exm)(@) =Y _&gmlg~ ) =Y &xg nlg).

ger ger

Note that by the Cauchy-Schwarz inequality we have that £ x n € £°°T", and
1€ % nlloe < l€]l2]Inll2- If €,m € 1T then we also have the estimate ||€ * n||; <
l€NlInll1. Also note that for g € I we have 64 x §{ = A\g§, and & x 5y = py-1&.

If £ € £2T we let € be the function defined by &(z) = &(z—1). Also, it is easy
to see that if £, 7, ¢ € £°T, then (£xn)*(¢ € £2T if and only if £+ (n*() € £°T", and
if both are in £2T then we have (£+7)*( = & (n*(). In particular 1T with the
norm || - ||; forms a unital involutive Banach algebra which is the convolution
algebra of I.

Given ¢ € (T we set De = {n € ¢’T' | £ xn € (°T'}. We then define the
convolution operator L¢ : D¢ — 22T by Le¢n = Exn. We also set Dé ={ne
P’T | nx €& € ’T}, and Ry : Dé — (T, by Ren =mnxE.

Lemma 5.1.2. For each € (T, the operators L¢, and R¢ have closed graph
in 02T & ¢/°T.

Proof. Let {n,} C £°T be a sequence such that n, — n € £?T, and L¢n, — ¢ €
¢°T. Then for z € T we have |((x)—(&xn)(7)] = limy, 00 | (Ex1,,) (2)—(Exn) (2)] <
lim,, o0 [|€l2]|7m —nll2 = 0. Hence, £xn = ¢ € £°T, and so n € D¢ and Len = C.
The proof for R¢ is identical. |

A left-convolver (resp. right-convolver) is a vector £ € £?T such that
€% 0°T C 7T (resp. £°T % & C £°T"). If € is a left-convolver then by the closed
graph theorem we have that L¢ € B(¢?T'), and similarly R € B(¢°T) for £ a
right-convolver. Note that the space of left (resp. right) convolvers is a linear
space which contains ¢, for each g € I'.
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We set

LT = {L¢ | £ € £*T is a left-convolver.} C B(¢£*T);
RT = {R¢ | £ € £’T is a right-convolver.} C B(£*I).

If ¢ is a left-convolver then it is easy to see that & is also a left-convolver and
we have LE = LZ. Similarly, we have Rz = Rz for right-convolvers. Also, since
convolution is associative we have L¢y, = L¢Ly, and Reyy = R, Re. Hence, LT’
and RI are unital *-subalgebras of B(¢£?T"). We next show that actually LT' and
RT" are von Neumann algebras.

Theorem 5.1.3. Let T" be a discrete group, then LT and RI' are von Neumann
algebras. Moreover, we have LT' = RT" = p(T')’, and RT' = LTV = A\(T")".

Proof. By von Neumann’s double commutant theorem it is enough to show that
LT = RI = p(T")’. Note that we trivially have the inclusions LT' C RI” C p(T')’
and so we need only show p(T') C LT

Suppose T € p(T')’ and define £ = T'§.. Then for all g € T' we have

g * 55] = pgflT(Se = Tpgfltse = T(Sg.

By linearity we then have {xn = T'n for all 17 in the dense subspace sp{d, | g € T'}.
Hence it follows that £ is a left-convolver and T'= L¢ € LI |

The von Neumann aglebra LT is the (left) group von Neumann algebra
of ', and RT is the right group von Neumann algebra of I'. Note that since the
left and right-regular representations are equivalent it follows that LT" = RI".

Proposition 5.1.4. Let I' be a discrete group, then 7(x) = (xd.,d.) defines a
normal faithful trace on LT'. In particular, LT is a finite von Neumann algebra.

Proof. If 7(z*x) = 0, where = Lg¢, then ||£]|? = || L¢de||? = 7(x*z) = 0, hence
x =0, and so 7 is faithful. As a vector state, 7 is clearly normal, thus to check
that it is a trace it is enough to check the tracial property on a weakly dense
subalgebra, and by linearity it is then enough to show 7(Agpg-1) = 7(Ap) for
all g,h € I'. By a direct calculation we see 7(A\gpg-1) = de(ghg™') = de(h) =
T()\h). |

Example 5.1.5. If ' is abelian then we may consider the dual group I =
Hom(T', T) which is a compact group when endowed with the topology of point-
wise convergence. We consider this group endowed with a Haar measure p
normalized so that x(I") = 1. The Fourier transform F : (2T — LT is defined
as (FE(X) = 2,er€(9)(x,9). The Fourier transform implements a unitary

between ¢2I" and (2T
If £ € £°T is a (left) convolver, then we have L¢ = F~' Mz F, and hence

we obtain a canonical isomorphism LI' =2 LT Moreover, we have 7(L¢) =
J F(&)dpu, for each L¢ € LT,
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Recall that when (X, p) was a probability space, we could view L*(X, u)
both as a von Neumann subalgebra of B(L?(X, it)), and as a subspace of L?(X, ).
When we wanted to make a distinction between the two embeddings we would
write My to explicitly denote the multiplication operator by f. Similarly, we
may view LT both as a von Neumann subalgebra of B(¢?T), and as a subspace
of £°T" under the identification L¢ — £. We will therefore not always be specific
as to which identification we are taking and leave it to the reader to determine
from the context.

In particular, if x = dep agd, € 07T is a left-convolver, then we will often
also write @ or ) . agug to denote the operator L, € LI'. (We switch d, to
ug to emphasize that u, is a unitary operator.) By analogy with the abelian
case we call the set {ag}ger the Fourier coefficients of z. This convention is
quite standard, however we should issue a warning at this point that the sum
> ger Qglg does not in general converge to L, in any operator space topology
(e.g., norm, weak, or strong). This is already the case for LZ in fact. Thus,
writing z = > ger Qglg should be considered as an abbreviation for writing
L, = nger ay8,+ and nothing more.

A discrete group T is said to be i.c.c.! if every non-trivial conjugacy class
of T is infinite.?

Theorem 5.1.6. Let I' be a discrete group. Then LU is a factor if and only if
I isi.cc.

Proof. First suppose that h € T\ {e}, such that bl = {ghg™! | g € G} is
finite. Let z = }_, ;r ugx. Then z # C, and for all g € G we have ugzuy; =
> kenr Ugkg—1 =, hence @ € {uy}yp N LI = Z(LT).

Conversely, suppose that I' is i.c.c. and = = der agug € Z(LI') \ C, then
for all h € T we have © = upzup = 3 cp QgUngn—1 = Y ger Qn-1gnUg. Thus
the Fourier coefficients for x are constant on conjugacy classes, and since x €
LT C £°T we have ay = 0 for all g # e, hence z = 7(z) € C. [ ]

Examples of i.c.c. groups which can be verified directly include the symmetric
group Sy of all finite permutations of N, free groups F,, of rank n > 2, free
products I'y 'y when [Ty, |T'2| > 1 and |T'y|+|T'2| > 5, projective special linear
groups PSL,(Z), n > 2, groups without non-trivial finite index subgroups, and
many others.

5.1.2 Group C*-algebras

If 7 : T — U(H) is a representation of a discrete group I' then note that we may
extend 7 linearly to a representation of the convolution algebra ¢'T', we will
use the same notation 7 for this representation. The (full) group C*-algebra
C*T, is defined as the C*-algebra completion of £'T" with respect to the norm

nfinite conjugacy classes
2Note that the trivial group is i.c.c., but this is the only finite i.c.c. group.
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£l = supr.roym Im(f)l. The reduced group C*-algebra C;T' is the C*-
algebra completion of L'T" with respect to the left-regular representation. Note
that we have a natural inclusions CT' C LT' C B(¢°T).

Note that by definition we have that any representation of I' extends uniquely
to a representation of C*I'; and conversely every representation of C*I" arrises
in this way. Moreover, two representations of I' are equivalent if and only if
the representations are equivalent when extended to C*I". Thus, C*I" is a C*-
algebra which encodes the representation theory of I'. Given a representation
m: ' = U(H), a vector £ € H is cyclic if it is cyclic for 7(C*T), i.e., Sp{m(g)¢ |
gel}=™H.

A function ¢ : I' — C is of positive type if for all ¢1,...,9, € I', and
ai,...,oan € C we have

n
> aidgelg; gi) > 0.
i,j=1
Note, that by considering g1 = e, and ay = 1 we have p(e) > 0. Also, by
considering g1 = g, g2 = e, and |a1| = g = 1 we see that a7p(g7!) + a1p(g) <
2¢(e), and from this it follows easily that p(g7!) = p(g), and ¢ € £°°T with

l¢lloo = (e). Thus, a simple calculation shows that positive type is equivalent
to the conditions ¢ € ¢*°T", and

> (F = Hlgelg) >0,

gerl

for all f € ¢'T.

The same proof as in the GNS-construction allows us to construct a repre-
sentation 7, : I' — H, and a cyclic vector { € H such that ¢(g) = (7(g)¢, &) for
each g € T'. In particular, we may then extend ¢ to a positive linear functional
on C*T". Conversely, if ¢ is a positive linear functional on C*T', then restricted
to ¢'T this again gives a positive linear functional and hence restricted to I’
gives a function of positive type. We have thus proved the following theorem.

Theorem 5.1.7. Let T be a discrete group, and let ¢ : T' — C, then the following
conditions are equivalent:

(1) @ is of positive type.
(i1) @ extends to a positive linear functional on C*T.

(#i1) There exists a representation m : I' — U(H), and a cyclic vector £ € H
such that o(g) = (m(g)&, &) for each g € T.

5.1.3 Other von Neumann algebras generated by groups

Given a unitary representation of a discrete group = : I' — U(H) one can
always consider the von Neumann algebra it generates 7(I")”. Properties of the
representation can sometimes be reflected in the von Neumann algebra 7(I")",
here we will discuss a couple of these properties.
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A representation m : I' — U(H) is reducible if H contains a non-trivial
closed I'-invariant subspace. Otherwise, the representation is irreducible. Note
that if X C H is a closed I-invariant subspace then Kt is also T-invariant.
Indeed, if £ € K,n € K+, and g € T then (n(g)n,&) = (n,7(¢g71)€¢) = 0. Thus,
7 would then decompose as 7 & ).

Lemma 5.1.8 (Schur’s Lemma). Let m : I' = U(H), and p : T — U(K) be
two irreducible unitary representations of a discrete group T, if T € B(H,K) is
T-invariant then either T = 0, or else T is a scalar multiple of a unitary. In
particular, B(H,K) has a non-zero T'-invariant operator if and only if m and p
are isomorphic.

Proof. Let 7 and p be as above and suppose T' € B(H, K) is T-invariant. Thus,
T*T € B(H) is I-invariant and hence any spectral projection of T*T gives
a [-invariant subspace. Since 7 is irreducible it then follows that T*T € C.
If T*T # 0 then by multiplying 7" by a scalar we may assume that 7' is an
isometry. Hence, TT* € B(K) is a non-zero I-invariant projection, and since p
is irreducible it follows that T7T* =TT* = 1. |

Corollary 5.1.9. Let 7 : T' — U(H) be a representation of a discrete group T.
Then 7 is irreducible if and only if 7(T)" = B(H).

A function ¢ : I' — C is a character? if it is of positive type, is constant
on conjugacy classes, and is normalized so that p(e) = 1. Characters arise
from representations into finite von Neumann algebras. Indeed, if M is a finite
von Neumann algebra with a normal faithful trace 7, and if 7 : T' — U(M) C
U(L?(M,T)) is a representation then p(g) = 7(7(g9)) = (7(g9)1,,1,) defines a
character on I'. Conversely, if ¢ : I' — C is a character then the cyclic vector &
in the corresponding GNS-representation 7 : I' — U(H) satisfies (w(gh)&, &) =
w(gh) = w(hg) = (m(hg)&, &) for all g,h € T'. Since the linear functional T' +—
(T¢, ) is normal we may then extend this to a normal faithful trace 7 : «(T)"” —
C by the formula 7(z) = (2, £). In particular this shows that 7(T")” is finite
since it has a normal faithful trace.

If (M;, ;) are finite von Neumann algebras with normal faithful traces 7;,
i €{1,2}, and m; : T' — U(M;) then we will consider m; and 3 to be equivalent
if there is a trace preserving automorphism « : My — My, such that a(w1(g)) =
ma(g) for all g € T'. Clearly, this is equivalent to requiring that there exist a
unitary U : L*(My,m) — L?*(Ma, ) such that Ul, = 1,,, and Um(g) =
m2(g)U for all g € G.

Note that the space of characters is a convex set, which is closed in the
topology of pointwise convergence.

Theorem 5.1.10 (Thoma). Let I' be a discrete group. There is a one to one
correspondence between.:

3Some authors use the term character to refer to a homomorphism into the circle T, we
will allow a more general definition and refer to homomorphisms into T as unitary characters.
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1. Equivalence classes of embeddings m : I' — U(M) where M is a finite
von Neumann algebra with a given normal faithful trace T, and such that
m(T)' =M, and

2. Characters ¢ : T' — C,

which is given by p(g) = T(mw(g)). Moreover, M s a factor if and only if ¢ is
an extreme point in the space of characters.

Proof. The one to one correspondence follows from the discussion preceding the
theorem, thus we only need to show the correspondence between factors and
extreme points. If p € P(Z(M)), is a non-trivial projection then we obtain

characters o1, and @2 by the formulas ¢1(g) = %T(W(g)p), and pa(g) =

iy T((9)(1 = p)), and we have ¢ = 7(p)p1 + 7(1 — p)ps. Since p € M =
m(T)”, there exists a sequence z,, € CI' such that %T(w(azn)p) — 1, and

ﬁT(ﬂ(a@n)(l —p)) — 0, it then follows that ¢; # ¢2 and hence ¢ is not an
extreme point.

Conversely, if ¢ = 1(p1 + ¢2) with ¢1 # o then if we consider the
corresponding representations m; : I' — U(N;), we obtain a trace preserv-
ing embedding a : N — N; @ N3, which satisfies a(w(g)) = m1(g9) ® m2(g).
If we denote by p the projection 1 @ 0 then it need not be the case that
p € a(N), however by considering p we may then define a new trace 7" on
N by 7'(z) = 271 (a(2)p) + 372((2)(1 — p)). Since @1 # @2 We must have that
7'(m(g)) # 7(n(g)) for some g € T". Thus, N does not have unique trace and so
is not a factor by Corollary 4.8.3. ]

5.2 The group-measure space construction

Let T’ be a discrete group and (X, u) a o-finite measure space. An action
I'~(X,p) is quasi-invariant (or non-singular) if for each g € T', and each
measurable set £ C X we have that gF is also measurable, and pu(gF) = 0 if
and only if u(E) = 0. If in addition we have u(gF) = u(F) for each g € T
and each measurable set £ C X, then we say that the action is measure-
preserving.

If T~ (X, ) is quasi-invariant then we have an induced action 'y M (X, p1)
on the space of measurable functions M (X, ), given by o,(a) =ao g~ for all
g €T, ae M(X,u). Note that if a € L*(X, p), then |oy(a)|leo = ||a]lco, and
thus this action restricts to an action also on L (X, u).

For g € I the push-forward measure gu is given by gu(E) = p(g~'E)
for E C X measurable. Since the action is quasi-invariant we have gu < p and
hence we may consider the Radon-Nikodym derivative ?7“ € LY(X,u)4, which

satisfies
dgp
_ du = dgu = —d
/Ggl(a) 1 /a gh /adu 1,
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for all @ € L*°(X, ). Note for g, h € T', we have a cocycle relation
dgh  dgudgh  dgu dhpu
— == 0, —|.
dp — dpodgp dp 7\ dp

The Koopman representation is the representation 7 : I' — U(L?(X, u))

given by m,& = (%)1/ 204(€). Note that this is indeed a unitary representation

(mg&,mgm) = /Ug(f)m (629:) dp
:/ag(gﬁ)dgu:/fﬁdu:@,m,

and,

- (dﬂ )1/2 (“9 (CZZL))/ 04(01(€)) = mymiE.

If a € L°®(X,u), £ € L*(X,p), and g € T then we have

d -1 1/2
TgMamy-1§ = m4(a (gdu’u> og-1(£))

_ /2
dgu  (dg~'u\\'
= Ug(a) ( d,u Og ( dM 6 = Mag(a)€~

Hence myM,my,~1 = M, (4), and in particular the action of I' on the abelian von
Neumann algebra L (X, 1) is normal.

If we consider the Hilbert space H = L?(X, u)®¢*T" then we have a normal
representation of L™ (X, u) on H given by a — M, ® 1 € B(H). We also may
consider the diagonal action of I on H given by uy = 7y @ Ay € U(H).

The group-measure space construction associated to the action T~ (X, p)
is the von Neumann algebra L>°(X,u) x I', generated by all the operators
M, ® 1, and u,. We will consider L*(X, ;1) as a von Neumann subalgebra
of L>°(X,p) x I', and note that we have ugau,—1 = o4(a) under this identifi-
cation. Note also that by Fell’s absorption principle we have 7 ® A ~ 1 ® A,
and hence it follows that the map Ay, — u4 extends to LI', giving an inclusion
LT C L*™°(X,u) x T.

We will also consider L?(X, 1) as a subspace of L?(X, u)@¢°T given by the
isometry U¢ = € ® 6.. We then let e : L3(X, u)@0?T — L?(X,pu) be the
orthogonal projection, and we denote by E : L™= (X,u) x I' — B(L?*(X, u)) the
map E(z) = exe.

Lemma 5.2.1. Suppose T\ (X, 1) is a quasi-invariant action, and L>°(X, p) x
T" is the associated group-measure space construction. If E is defined as above
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then the range of E is contained in L*°(X,u), and for x € L=®(X,u) x T,
E(z*x) = 0 if and only if x = 0. Moreover, for g € T, and x € L>°(X,pu) x T,
we have 04(E(x)) = E(ugzuy).

Proof. Itz =3 agug, where ag € L°°(X, p1) with only finitely many non-zero
terms then we may compute directly E(z) = a. € L (X, u), and in particular
E(upzuy) = op(ae) = op(E(z)) for all h € T'. Since E is normal and the algebra
generated by L>°(X, u) and I is weak operator topology dense it then follows
that the range of E is contained in L>(X, u), and E(upzu)) = op(E(x)), for
all z € L®(X, ) x T, and h € T.

If we consider h € T' then (1® pj};)e(1® pp,) is the orthogonal projection from
L?(X, n)®T onto L*(X, p1) ® 0p, and hence 1 = >, (1 ® pj)e(1 @ pp). If
E(z*x) =0, then ze = 0, and hence

(1@ pp)e(1® pr) = (1@ pp)zre(1 ® pp) =0
for every h € T' (note that 1 ® pj, € (L*°(X, p) x I')’), thus

v =23 (1® p})e(1® pn)) = 0. n
her

If x € L®°(X, ) x T, then as we did for the group von Neumann algebra, we
may define the Fourier coefficients a, € L>(X, u) by a, = E(zu}). From the
previous lemma we have that the Fourier coefficients completely determine the
operator x and so we will write x = der aqug. Note that just as in the case for
the group von Neumann algebra this summation does not in general converge in
an operator space topology. However, it gives us a useful way to view operators
in L*>°(X,u) x T, and this behaves well with respect to multiplication so that
we may calculate the Fourier coefficients of a product as

(Z agug)(z bhuh) = Z(Z QAgh0 (gh)—1 (bh))ug.

ger her g€T hel

Where for each g € T, 3, o agnho(gn)—1 (br) converges in L?(X, u) to a function
in L*®(X, ).

A quasi-invariant action of a discrete group I' on (X, ) is (essentially) free
if for all E C X with u(E) > 0, and g € I' \ {e} there exists a € L>°(X, p) such
that (a —o4(a))lg # 0. If X is a compact Hausdorff space and p is a o-finite
Randon measure then it is not hard to see that an action is free if and only if for
any g € I'\ {e} we have u({z € X | gz = x}) = 0, or equivalently, the stabilizer
subgroup I, is trivial for almost every x € X.

An action is ergodic if whenever F C X is a measurable subset such that
gE = FE for all g € T, then we have y(E) =0, or u(X \ E) = 0.

Theorem 5.2.2. Let I'v(X, p) be a quasi-invariant action of a discrete group
T on a o-finite measure space (X, ).

(i) The action T~ (X, p) is free if and only if L (X, u) C L= (X,u) xT is a
mazximal abelian subalgebra.
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1) If L°(X, u) x T is a factor then T (X, 1) is ergodic.
It I
(ii3) If the action T~ (X, p) is free and ergodic then L (X, u) x I is a factor.

Proof. For g € T'\ {e} let py be the supremum of all projections p in L (X, u)
such that (a — og4(a))p =0 for all a € L>(X, p). If py # 0 for some g € T'\ {e}
then for all a € L (X, p) we have pyuga = 04(a)pgug = apgug, and hence pyu,
gives a non-trivial element in L>°(X, 1), showing that L°° (X, i) is not maximal
abelian in L>°(X, u) x I'. Conversely, if x € L (X, p) N (L>®(X, n) x T'), but
z ¢ L*°(X,p), then considering the Fourier decomposition z = }_ pagug
we must have that a, # 0 for some g € I' \ {e}. Since ax = za for each
a € L>®(X,u) we may use the uniqueness for the Fourier decomposition to
conclude that (a — o4(a))ag = 0 for each a € L*(X, ). Hence, the action is
not free.

Next, suppose the action is not ergodic, then there exists £ C X such that
gE =FEforall g€l and 1g ¢ C. Then uglguy = o4(lg) =1g forall g €T
and hence 1p commutes with L>°(X, ) and LT. Since these two subalgebras
generate L>°(X, u) x T' it follows that 1g is a non-trivial element in the center.

Finally, suppose that the action is free and ergodic and fix p a projection in
the center of L™ (X, ) x I'. Since the action is free we have from the first part
that z € L*°(X, ). Thus z = 1 for some measurable subset £ C X. Since 1g
commutes with u, for each g € I' we see that g = F a.e. for each g € I'. By
ergodicity we then have either p(F) = 0 in which case z =0, or (X \ E) =0
in which case z = 1. ]

We next turn to the question of the type of L (X, u) x T'. For this we need
a lemma which is reminiscent of Dixmier’s property, the difference being that
we consider only conjugating by unitaries in a subalgebra, and we consider the
weak operator topology rather than the norm topology.

Lemma 5.2.3. Let M be a von Neumann algebra and A C M an abelian von
Neumann subalgebra. For each x € M let K, be the weak operator topology
convez closure of {uzu* | u € U(A)}, then K, N (A"’ N M) # 0.

Proof. Consider the space F of all finite dimensional subalgebras of A, directed
by inclusion. Note that since A is abelian, if A;, Ay € F, then (A; U As)” € F.
Also, note that Ua,er Ao is weak operator topology dense in A by the spectral
theorem.

Since each B € F is finite dimensional (B) is a compact group, and if
we consider the Haar measure Ag on U(B) then we have that [uzu*d\p €
Kz N B'. Thus, if we denote by Kp = K, N B’ then {Kp}per has the finite
intersection property, and by weak operator topology compactness we then have
K:N (A NM)=nNgerKp # 0. [ ]

A von Neumann algebra M is completely atomic if 1 is an orthogonal
sum of minimal projections in M, if M has no minimal projections then M is
diffuse. If (X, u) is a o-finite measure space then (X, 1) is completely atomic
(resp. diffuse) if L>®(X, p) is.
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Theorem 5.2.4. Let ' (X, ) be a quasi-invariant free ergodic action of a
discrete group T' on a o-finite measure space. Then L™°(X,u) x T is

(1) type I if and only if (X, u) is completely atomic;

(i3) type IL if and only if (X,p) is diffuse and there exists a T-invariant
probability measure v ~ yu;

(#i7) type Il if and only if (X,p) is diffuse and there exists an infinite T -
invariant o-finite measure v ~ [i;

(iv) type III if and only if there is no T-invariant o-finite measure v ~ .

Proof. We prove part (iv) first. Suppose first that v ~ p is a o-finite I'-invariant
measure. Then we obtain a normal weight on L>®°(X,u) x I' by the formula
Tr(z) = [ E(z)dv. Note that if F C X such that v(F) < co then Tr(1pz) < oo
for all x > 0, thus Tr is semi-finite. Also, if Tr(z*z) = 0 then E(z*z) = 0
and hence z = 0 by Lemma 5.2.1, thus Tr is faithful. If z = der agly €
L>(X,pu) x T, then we can compute directly E(z*z) = >, . op-1(aj,an),and
E(xx*) =), crapap. Since v is measure preserving we then see that Tr(z*z) =
Tr(zz*) and hence Tr is a semi-finite normal faithful trace which shows that
L>(X, p) x T is semi-finite by Theorem 4.9.4.

Conversely, if Tr : (L (X, ) x I'); — [0, 00] is a semi-finite normal faithful
trace then by restriction we define a normal faithful weight w on L (X, u).
We claim that w is again semi-finite. Indeed, if z,, € L>(X, ) x T is a net of
positive operators increasing to 1 such that Tr(z,) < oo, then by Lemma 5.2.3
there exists an increasing net of operators y, € L=(X, u) N (L®(X,u) xT) =
L (X, ) such that each g, is in the weak operator topology convex closure
of {ux,u* | v € U(L>(X,pn))}. Since Tr is normal we then have Tr(y,) =
Tr(z,) < 0o, and y, is increasing to 1, and hence w is semi-finite. By the Riesz
representation theorem there then exists a o-finite measure v ~ p such that
w(a) = [adv for all @ € L>(X, ). Since Tr is a trace we have that v is
I'-invariant.

Having established part (iv) we now consider the other parts. Note that
in the correspondence describe above we have that v is finite if and only if
Tr(1) < oo, thus the only thing left to show is that L>°(X, u) x T is completely
atomic if and only if L (X, 1) is completely atomic. Since we are in the semi-
finite case we let Tr be as above.

Suppose that L (X, u) x T' is completely atomic then from above we have
that Tr restricted to L*(X,u) is semi-finite and hence L (X, u) has finite
projections. Since every finite projection is a finite sum of minimal projections
it follows that L>°(X, u) has a minimal projection py. Since the action is free
we have that o4(pg) is orthogonal to py for all g € T', and since the action is
ergodic we then have 1 =3 1 04(po), showing that (X, x) is atomic.

Conversely, if pg € L*(X,u) is a minimal projection then we claim that
po is also a minimal projection in L>®(X, u) x I'. Indeed, if 0 # ¢ < po, then
for all a € L>®(X, u) we have aq = (apg)q + (a(l — po))g = q(apy) = qa, since
apg € Cpg. By freeness L>°(X, 1) is maximal abelian and hence ¢ € L>°(X, ).
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Thus, ¢ = po showing that po is a minimal projection in L>(X, u) x I, which
must then by type L. |

Example 5.2.5. Consider the action Z~(T, A) by an irrational rotation. Then
this action is clearly measure preserving and free. If £ C T were invariant
with A(E) > 0, then we could consider the measure v on T given by v(F) =
ﬁ)\(E NF). since E is invariant we have that v is an invariant Randon measure
on T. Moreover, since the rotation is irrational we see that v is invariant under
a dense subgroup of T and hence it is invariant for all of T. Uniqueness of the
Haar measure implies ¥ = X and hence A\(E) = 1. Thus, Z~ (T, \) is ergodic
and L>(T,\) x Z is a II; factor.

Example 5.2.6. Consider the action Q~(R, A) by addition. Then this is mea-
sure preserving and free, and again uniqueness of the Haar measure up to scaling
implies that this action is ergodic. Thus, L>® (R, \) x Q is a II, factor.

Example 5.2.7. Consider the action Q x Q*~ (R, A) where Q acts by addition,
and Q* acts by multiplication. This is (essentially) free, and is ergodic since
it is ergodic when restricted to Q. Moreover, if v ~ A were a o-finite invari-
ant measure then v would be invariant under the action of QQ and hence be a
multiple of Haar measure. But then it would not be preserved by Q*. Thus
Q x Q*~ (R, \) has no o-finite invariant measure and so L™ (R, \) x (Q x Q*)
is a type III factor.



Chapter 6

Completely positive maps

An operator system F is a closed self adjoint subspace of a unital C*-algebra
A such that 1 € E. We denote by M, (E) the space of n x n matrices over E.
If Ais a C*-algebra, then M,,(A4) 2 A ® M, (C) has a unique norm for which
it is again a C*-algebra, where the adjoint given by [a; ;]* = [a},;]. This can be
seen easily for C*-subalgebras of B(#), and by Corollary 4.1.7 every C*-algebra
is isomorphic to a C*-subalgebra of B(H). In particular, if E is an operator
system then M, (FE) is again an operator system when viewed as a subspace of
the C*-algebra M, (A).

If  : E — F is a linear map between operator systems, then we denote by
™ : M, (E) — M,,(F) the map defined by ¢(™ ([a; ;]) = [#(a; ;)]. We say that
¢ is positive if ¢(a) > 0, whenever a > 0. If ¢(™) is positive then we say that
¢ is m-positive and if ¢ is n-positive for every n € N then we say that ¢ is
completely positive. If A and B are unital and ¢ : A — B such that ¢(1) =1
then we say that ¢ is unital.

Note that just as in the case of states, if ¢ : E — F is positive then ¢(z*) =
¢(x)*, for all x € E. Also note that positive maps are continuous. Indeed, if
¢ : E — F is positive and {z,}, is a sequence which converges to 0 in E, such
that lim, e ¢(2,) = y, then since w o ¢ is positive (and hence continuous) for
any state w € S(B) we have w(y) = 0, Proposition 4.1.5 then gives that y = 0.
The closed graph theorem then shows that ¢ is bounded.

We also remark that the proof in Lemma 4.1.2, also shows that a linear
functional ¢ € E* is positive if and only if ¢(1) = ||¢||. In particular, it follows
form the Hahn-Banach theorem that any positive linear functional on E extends
to a positive linear functional on A which has the same norm.

Lemma 6.0.8. If A and B are unital C*-algebras and ¢ : A — B is a unital
contraction then ¢ is positive.

Proof. We first show that ¢ is Hermitian. Suppose x = x* € A such that
¢(z) = a+ib where a,b € B are self-adjoint. Assume ||z| < 1. If A € o(b) then
for all tinR we have

AF2 <o+t < [|p(x +it)||> < |z +it]? < 1+¢2

93
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Hence \2 +t)\ < 1, and as this is true for all ¢ we must then have A = 0, and
hence b = 0.

By Lemma 4.1.2 we have that w o ¢ is a state, for any state w. Hence if
2 > 0 then for any state w we have w(a) = w o ¢(x) > 0. By Proposition 4.1.4
we must then have a > 0, and hence ¢ is positive. |

The following proposition follows easily from Proposition 4.2.2.

Proposition 6.0.9. Let M and N be von Neumann algebras, and ¢ : M — N
a positive map, then the following conditions are equivalent.

(i) ¢ is normal.

(#) For any bounded increasing net {x; }; we have ¢p(lim;_ o0 ;) = lim;_ o0 ()
where the limits are taken in the strong operator topologies.

(t43) For any family {p;}; of pairwise orthogonal projections we have ¢(3, p;) =

22 O(pi)-

6.1 Dilation theorems

6.1.1 Stinespring’s Dilation Theorem

If 7: A — B(K) is a representation of a C*-algebra A and V € B(H,K),
then the operator ¢ : A — B(H) given by ¢(x) = V*m(z)V is completely
positive. Indeed, if we consider the operator V(") ¢ B(H®" K®") given by
V) ((&)i) = (V&); then for all z € M, (A) we have

o (z*z) = VI 70 (g 2)y (™)
= (7™ () VY () () VM) > 0.

Generalizing the GNS construction Stinespring showed that every completely
positive map from A to B(H) arises in this way.

Theorem 6.1.1. Let A be a unital C*-algebra, and suppose ¢ : A — B(H), then
@ is completely positive if and only if there exists a representation w: A — B(K)
and a bounded operator V- € B(H,K) such that ¢(x) = V*n(x)V. We also have
ol = IV, and if ¢ is unital then V is an isometry. Moreover, if A is a von
Neumann algebra and ¢ is a normal completely positive map, then 7 is a normal
representation.

Proof. Consider the sesquilinear form on A ® H given by (a ® {,b ® n)y =
(p(b*a)E,m), for a,b € A, &,n € H. If (a;); € AP™, and (&;); € HP", then we
have

<Z a; ®&, Zaj ®&j)g = Z@(@%)fuﬁﬁ
i J 4,3

= (¢((ai); (ai)i)(&i)is (§i)i) > 0.
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Thus, this form is non-negative definite and we can consider Ny the kernel of
this form so that (-, -)4 is positive definite on Ky = (A® H)/Ng. Hence, we can
take the Hilbert space completion K = K.

As in the case of the GNS construction, we define a representation 7 : A —
B(K) by first setting mo(z)(a ® &) = (va) ® € for a® & € A®H. Note that since
 is positive we have ¢(a*z*za) < ||z||>¢(a*a), applying this to ¢(™) we see that
[mo(x) X2 ai@&ll5 < [|=]12]1 X2, ai@&l|3. Thus, mo(z) descends to a well defined
bounded map on Ky and then extends to a bounded operator w(x) € B(K).

If we define Vo : H — Ko by Vo(€) = 1®¢, then we see that V4 is bounded by
|[¢(1)]] and hence extends to a bounded operator V € B(H, K). For any x € A,
&,m € H we then check that

(V*r(@)VEm) = (r(z) (1@ &), 1®@n)e
=(z®&1@n)e = (p(x)E,n).

Thus, ¢(z) = V*m(x)V as claimed. [ |

Corollary 6.1.2 (Kadison’s inequality). If A and B are unital C*-algebras, and
¢ : A — B is unital compleley positive then for all x € A we have ¢(z)*¢p(x) <

p(a*x)

Proof. By Corollary 4.1.7 we may assume that B C B(#H). If we consider the
Stinespring dilation ¢(z) = V*m(x)V, then since ¢ is unital we have that V is
an isometry. Hence 1 — VV* > 0 and so we have

d(x*z) — d(z) P(x) = Vin(z*z)V — Vi ()" VV* 71 (z)V
=V*r(z*)(1 - VV*)r(z)V > 0. [ |
(

Lemma 6.1.3. A matriz a = [a; ;] € M,,(A) is positive if and only if

n
*
E Z; Q4,55 > 07

ij=1
for all z1,...,x, € A.
Proof. For all z1,...,x, € A we have that Zm’:l x}a; jx; is the conjugation of
a by the 1 X n column matrix with entries 1, ..., z,, hence if a is positive then
. n *
so s Y5y @7 a; iz
Conversely, if szzl xia; x5 > 0, for all z1,...,z, then for any represen-

tation m: A — B(H), and & € H we have

m(z1)§ m(21)§ n
<(id ®m)(a) : ; : > = Y (mlai)m(@;)E, m(a)E)
7T(xn)f W(l‘n)§ Li=1

= <7r Z i T, §,§> > 0.

1,j=1
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Thus, if H has a cyclic vector, then (id ®m)(a) > 0. But since every represen-
tation is decomposed into a direct sum of cyclic representations it then follows
that (id ®m)(a) > 0 for any representation, and hence a > 0 by considering a
faithful representation. |

Proposition 6.1.4. Let E be an operator system, and let B be an abelian C*-
algebras. If ¢ : E — B is positive, then ¢ is completely positive.

Proof. Since B is commutative we may assume B = Cy(X) for some locally
compact Hausdorff space X. If a = [a, ;] € M,,(E) such that a > 0, then for all
T1,...,T, € B, and w € X we have

I
PSS
8
£
8
<
£
B
<
£

Z z;¢(aij)z; | (w)

T () ()

By Lemma 6.1.3, and since n was arbitrary, we then have that ¢ is completely
positive. m

Proposition 6.1.5. Let A and B be unital C*-algebras such that A is abelian.
If ¢ : A — B is positive, then ¢ is completely positive.

Proof. We may identify A with C(K) for some compact Hausdorff space K,
hence for n € N we may identify M, (A) with C(K,M,,(C)) where the norm is
given by £ = supye g | F(4)]]

Suppose f € C(K,M,(C)) is positive, with | f|]| < 1, and let ¢ > 0 be
given. Since K is compact f is uniformly continuous and hence there exists a
finite open cover {Uy,Us, ..., Uy} of K, and aq,as, ..., an € M,(C)4 such that
| (k) —a;|| < e for all k € Uj.

For each j < m chose g; € C(K) such that 0 < g; <1, 377" g; = 1, and
Jiws = 0. If we consider fy = Z;"Zl g;a; then we have || f — fo|| < e. Therefore

we have [0 (f) = 6™ (fo)|| < [0 [le.

Since ¢(™) (gja;) = ¢(gj)a; >0, for all 1 < j < m, we have that ™ (fo) >0,
and hence since ¢ > 0 was arbitrary it follows that ¢(™ (f) > 0, and it follows
that ¢ is completely positive. |

The previous proposition gives us a strengthening of Kadison’s inequality.

Corollary 6.1.6 (Kadison’s inequality for positive maps). Let A and B be
unital C*-algebras, and ¢ : A — B a unital positive map. Then for all x € A
normal we have ¢(x)*P(x) < p(z*x).

Proof. Restricting ¢ to the abelian unital C*-algebra generated by = we may
then assume, by the previous proposition, that ¢ is completely positive. Hence
this follows from Kadison’s inequality for completely positive maps. |
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Lemma 6.1.7. Let A be a C*-algebra, zf( 2 :; ) € My (A) is positive, then
=0, and y > 0.

Proof. We may assume A is a C*-subalgebra of B(H), hence if £, € H we have

arelern o)+ mn = (05 ) (5 )-(5)) =0

The result then follows easily. |

Theorem 6.1.8 (Choi). If ¢ : A — B is a unital 2-positive map between C*-
algebras, then for a € A we have ¢p(a*a) = ¢(a*)p(a) if and only if ¢(xa) =
d(x)d(a), and ¢p(a*z) = ¢p(a*)p(x), for all x € A.

Proof. Applying Kadison’s inequality to ¢ it follows that for all z € A we
have
¢(a*a) o(a*x) B 0 a \|? 0 a*
(S k) )= ( (o) ) o (9 %)
_ ( p(a*)p(a) p(a”)p(x) >
p(z*)¢(a)  dla)p(a”) + d(z")o(x) )

Since ¢(a*a) = ¢(a)*¢(a) it follows from the previous lemma that ¢(x*a) =

¢(z7)¢(a), and ¢(a*x) = P(a)"p(z). u
If ¢ : A — B is completely positive, then the multiplicative domain of ¢

2

is

{a € A| ¢(a*a) = ¢(a”)¢p(a) and ¢(aa”) = ¢(a)p(a”)}.
Note that by Theorem 6.1.8 the multiplicative domain is a C*-subalgebra of A,
and ¢ restricted to the multiplicative domain is a homomorphism.

Corollary 6.1.9. If A is a unital C*-algebra, ¢ : A — A is unital and 2-
positive, and B C A is a C*-subalgebra such that ¢p(b) = b for all b € B then ¢
is B-bimodular, i.e., for all x € A, by,ba € B we have ¢(byxby) = byop(x)bs.

Theorem 6.1.10 (Choi). If A and B are unital C*-algebras, and ¢ : A — B
is a unital 2-positive isometry onto B, then ¢ is an isomorphism.

Proof. Since a self-adjoint element x of norm at most 1 in a unital C*-algebra
is positive if and only if ||1 — z[| < 1 it follows that ¢~ is positive.

Fix a € A self adjoint, and assume |ja]| < 1. Since ¢ is onto there exists
b € A such that ¢(b) = ¢(a)? < ¢(a?).

Thus b < a?, and since ¢! is also positive we may apply the previous
corollary to the map ¢~! to conclude that

a* = ¢~ (¢(a))g ™ (¢(a)) < ¢~ (#(a)?) =b.
Hence, ¢(a)® = ¢(b) = ¢(a?).

Since a was an arbitrary self adjoint element, and since A is generated by its
self adjoint elements, Theorem 6.1.8 then shows that ¢ is an isomorphism. B
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Exercise 6.1.11. Show that a C*-algebra A is abelian if and only if for any
C*-algebra B, every positive map from B to A is completely positive.

6.2 Conditional expectations

If A is a unital C*-algebra, and B C A is a unital C*-subalgebra, then a
conditional expectation from A to B is a unital completely positive ' : A —
B such that Ejp = id. Note that by Choi’s theorem we have E(axb) = aE(x)b
for all a,b € B, z € A.

Theorem 6.2.1 (Tomiyama). Let A be a unital C*-algebra, B C A a unital
C*-subalgebra, and E : A — B a linear map such that Ejp = id and ||E| < 1,
then E is a conditional expectation.

Proof. We first consider the case when A is a von Neumann algebra and B C A is
a von Neumann subalgebra. Then if p € P(B) and « € A we have (1—p)E(pz) =
E((1 — p)E(pz)) and hence for all ¢ > 0 we have

(1 +)?IpE((1 = p)2)* = [pE((1 = p)z + tpE((1 - p)2))|*
<11 = p)z + tpE((1 - p)a)|
<11 =p)a|* + £[lpE(( - p)a)|®

Hence for all t > 0 we have (1 + 2t)||pE((1 — p)x)||* < ||(1 — p)z||*> which then
shows that pE((1 — p)z) = 0. Since this also holds when replacing p with 1 —p
we then have pE(x) = pE((1 — p)x + px) = pE(px) = E(px), and since the
span of projections is norm dense in B it then follows that E(yx) = yE(zx) for
ally € B, x € A. Taking adjoints shows that F is B-bimodular.

Since E is a unital contraction Lemma 6.0.8 shows that E is positive. To
see that E is completely positive consider [a; ;] € M, (A)+, and z1,...,2, € B.
Then by Lemma 6.1.3 we have

> @i E(aiy)z; = E(Y | #ai z;) > 0.

ij=1 ij=1

Hence E(™([a; ;]) > 0 and so E is completely positive.

For the general case if we consider the double dual A C A** and B C B**,
then these are von Neumann algebras, and the result follows by considering the
map E** : A* — B**. |

Theorem 6.2.2 (Umegaki). Let M be a finite von Neumann algebra with nor-
mal faithful trace 7, and let N C M be a von Neumann subalgebra, then there
exists a unique normal conditional expectation £ : M — N such that ToE = T.

Proof. Let ey € B(L?*(M, 7)) be the projection onto L?(N,7) C L?*(M,T),
and let J be the conjugation operator on L?(M,7) which we also view as the
conjugation operator on L?(N,7). Note that N’ N B(L*(N,7)) = JNJ by
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Proposition 4.7.12. Since L?(N, 7) is invariant under JNJ we have ey (JyJ) =
(JyJ)en for ally € N.
Ifx € M,y e N, then

enxenJyJ = enxJyJ = enJyJren
= JyJenzey.

Thus, eyzey € (JNJ) = N and we denote this operator by E(x). Clearly,
E : M — N is normal unital completely positive, and E|y = id, thus F is a
normal conditional expectation. Also, for z € M we have

T(E(x)) = (eyzenls, 1) = (x1,,1,) = 7(z).

If E were another trace preserving conditional expectation, then for x € M,
and y € N we would have

7(E(@)y) = 7(E(ry)) = (xy)
=T7(E(zy)) = 7(E(2)y),

from which it follows that F = FE. [ |

Lemma 6.2.3 (Sakai). Let M be a semi-finite factor, and p € M a finite
projection. Then the adjoint operation is strongly continuous on bounded subsets

of Mp.

Proof. Let Tr be a semi-finite faithful normal trace on M, and let 911, be as in
Lemma 4.9.2. Then the linear functionals of the form z +— Tr(az) for a € M,
form a dense subset of M,.

Suppose {z;p} is a net of bounded operators in M which converge strongly
to 0, and consider a € My, then

| Tr(ax;px})| = | Tr(pxfaz;p)| < Tr(po:fxip)l/z Tr(p:v;"a”‘a:cip)1/2 —0

Thus since {z;p} is bounded, (x;p)(x;p)* converges o-weakly to 0 and hence
(z;p)* converges strongly to 0. |

Note that the previous lemma is not true if we considered bounded subsets
of pM instead. Easy counter-example can be found by considering M = B(H)
and p a rank one projection. Also note that if a von Neumann algebra is not
finite then the adjoint operation is not continuous on bounded sets. We leave
this as an exercise.

Theorem 6.2.4 (Tomiyama). Let M be a semi-finite factor and N C M a
purely infinite von Neumann subalgebra, then there exists no normal conditional
expectation from M to N.

Proof. Suppose E : M — N is a normal conditional expectation where M is
semi-finite. Let p € M be a finite projection such that E(p) # 0, and take
g € P(N), A > 0 such that A\g < E(p). If z; € ¢Ngq is a net which converges
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strongly to 0 then by the previous lemma E(p)zf = E(px}) also converges
strongly to 0, and hence z} = (¢E(p)q) ~'qE(p)z} also converges strongly to 0.
Thus ¢Ngq is finite, and by a simple maximality argument it then follows that
N is semi-finite. n

Theorem 6.2.5 (Tomiyama). If M C B(H) is a von Neumann algebra, then
there exists a normal conditional expectation E : B(H) — M if and only if M
s completely atomic.

Proof. If M is completely atomic then M = @;c;M; where each M; is a type |
factor, restricting to each corner to construct a normal conditional expectation
from B(H) to M it is then enough to do so assuming M is a type I factor. In
this case M’ is also a type I factor by Theorem 3.3.9 and hence has a minimal
projection p € M'. Then for T € B(#H) we have pTp € (pM'p) N B(pH) = Mp,
and since z(p) = 1 we have xp — z is an isomorphism on M, thus composing
these maps gives a normal conditional expectation.

For the converse, we first note that by Theorem 6.2.4 M must be semi-finite,
and hence by restricting to corners of M it is enough to consider the case when
M is finite. Similarly, by restricting to corners it is enough to consider the case
when M is countably decomposable and hence we may assume that M is diffuse
and has a normal faithful trace 7.

If E is a normal conditional expectation then the the map T — 7(E(T))
defines a positive normal linear functional on B(H) and so must be of the form
T(E(T)) = Tr(AT) for some positive trace class operator A. Moreover, for all
T € B(H) and x € M we have

Tr(A2T) = 7(E(2T)) = 7(zE(T))
T(E(Tx)) = Tr(ATx) = Tr(x AT).

Since this holds for all T' € B(H), and all 2 € M we conclude A € M’. Taking
a spectral projection of A we then produce a finite rank projection P such that
P € M'. But then if z(P) is the central support of P in M’ then we have
2(P)YM = PM C PB(H)P, and the latter is finite dimensional contradicting
the assumption that M was diffuse. |

6.3 Injective von Neumann algebras

If X and Y are Banach spaces and x € X, and y € Y then we define the linear
map z @y : B(X,Y*) = C by (z ® y)(L) = L(x)(y). Note that |(z ® y)(L)| <
IIL|||lz]|||y|| and hence z ® y is bounded and indeed ||z @ y|| < ||z|/||y||. Let Z be
the norm closed linear span in B(X,Y*)* of all z ® y.

Lemma 6.3.1. The pairing (L,x ® y) = (x ® y)(L) extends to an isometric
identification between Z* and B(X,Y™).

Proof. Tt is easy to see that this pairing gives an isometric embedding of B(X,Y™)
into Z*. To see that this is onto consider ¢ € Z*, and for each x € X define
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LY = Cby Li(y) = ¢(z ®y). Then we have |L,(y)| < [lllllz]lyll and
hence L, € Y*. The mapping z — L, is easily seen to be linear and thus we
have L € B(X,Y™), and clearly L is mapped to ¢ under this pairing. |

Lemma 6.3.2. If X and Y are Banach spaces and L; is a bounded net in
B(X,Y*) then L; — L in the weak*-topology described above if and only if
L;(z) = L(z) in the weak*-topology for all x € X.

Proof. If L; converges to L in the weak*-topology then for allz € X andy € Y
we have L;(z)(y) = (z ® y)(L;) — (z ®y)(L) = L(z)(y) showing that L;(x) —
L(z) is the weak*-topology for all x € X. Conversely, if L;(z) — L(x) in the
weak*-topology for all z € X then in particular we have (z®y)(L;) = (z®y)(L)
for each x € X and y € Y, thus this also holds for the linear span of all z ® y
and since the net is bounded we then have convergence on the closed linear
span. |

Corollary 6.3.3. Let A be a unital C*-algebra, then the set of contractive
completely positive maps from E to B(H) is compact in the topology of point-
wise weak operator topology convergence.

Proof. First note that it is easy to see that the space of contractive completely
positive maps from E to B(H) is closed in this topology. Since B(H) is a dual
space, and on bounded sets the weak operator topology is the same as the
weak*-topology, the result then follows from Alaoglu’s theorem, together with
the previous two lemmas. |

If Ais a C*-algebra and ¢ : A — M,,(C) is a linear map, then we define the
linear functional ¢ € M,,(A)* by

([ais]) = % > dlaig)ig

ij=1

Where ¢(a; ;)i ; denotes the 7, jth entry of [¢(a;;)]. Note that the corre-
spondence ¢ +— ngS is bijective and the inverse can be computed explicitly as
d(a)i j = ng(a® E; ;) where E; j is the standard elementary matrix, and a® E;
is the matrix with a in the 4, jth entry, and zeros elsewhere.

Lemma 6.3.4. Let A be a unital C*-algebra. A map ¢ : A — M, (C) is unital
completely positive if and only if ¢ is a state.

Proof. Let {e;}, 1 < i < n denote that standard basis for C", and let n =
le1,...,en)T € C™, then for la;;] € M,(A) a simple calculation shows

Hlais]) = +(6 (az n, ).

Thus, ngb is a state if ¢ is unital completely positive. Conversely, if é is a state
then consider the GNS-construction L?(M,(4), ¢) with cyclic vector 1 - 1f we
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define V : C* — L2(M,(A), ) by Ve; = m(e1,5)1; then for a € A it follows
easily that
¢(a) = Vir(al)V,

Hence ¢ is completely positive. |

Lemma 6.3.5. Let A be a unital C*-algebra, and E C A an operator system.
If ¢ : E — M, (C) is a completely positive map then there exists a completely
positive extension ¢ : A — M, (C).

Proof. If ¢ : E — M,,(C) is completely positive then the same argument as
in Lemma 6.3.4 shows that ¢ defines a state on M., (E). By the Hahn-Banach
theorem we can then extend this to norm 1 linear functional on M, (A) which
then must also be a state and so by Lemma 6.3.4 this corresponds to a unital
completely positive extension ¢ : A — M, (C). |

Theorem 6.3.6 (Arveson’s extension theorem). Let A be a unital C*-algebra,
and E C A an operator system. If ¢ : E — B(H) is a completely positive map

then there exists a completely positive extension ¢ : A — B(H).

Proof. For each finite rank projection P € B(H) we may consider the compres-
sion E 3 ¢ — P¢(x)P and by Lemma 6.3.5, this has a completely positive
extension ¢p : A — PB(H)P C B(H). If we consider the net {¢p} which is
ordered by the usual order on projections, then by Corollary 6.3.3 this net must
have a completely positive cluster point (b Since ¢ p(z) = Pop(z)P forallz € E
it is then easy to see that qb is an extension of ¢. |

An operator system F' is injective if for any C*-algebra A and any operator
system E C A, whenever ¢ : E — I is completely positive then there exists a
completely positive extension (5 : A — FE. Arveson’s extension theorem states
that B(H) is injective.

Corollary 6.3.7. Let F C B(H) be an operator system, then F is injective
if and only if there exists a completely positive map E : B(H) — F such that
E\rp =id. In particular, the existence of such a completely positive map does
not depend on the representation F C B(H).

Proof. If F' is injective, then the identity map from F' to F' has an extension
E to B(H). Conversely, if E : B(H) — F is completely positive such that
E\p =1id, and if A is a C*-algebra and [ C A is an operator space, such that
¢: F' — F C B(H) is unital completely positive, then by Arveson’s extension
theorem there exists an extension ¢ : A — B(H), and E o ¢ : A — F then gives
an extension of ¢ showing that F' is injective. |

Let M be a von Neumann algebra, and N C M a finite von Neumann
subalgebra with normal faithful trace 7. A hypertrace for the inclusion N ¢ M
is a state ¢ on M such that ¢y = 7, and p(zA) = p(Az) forallz € N, A€ M.
A finite von Neumann algebra N with normal faithful trace 7 is hyperfinite if
there exists a hypertrace for the inclusion N C B(#). This does not depend on
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the representation N C B(#H), nor on the normal faithful trace 7, as we see from
Corollary 6.3.7, and the following non-normal analogue of Umegaki’s theorem.

Theorem 6.3.8. Let M be a von neumann algebra, and N C M a finite von
Neumann subalgebra with normal faithful trace T. Then there exists a hyper-
trace for N C M if and only if there exists a (possibly non-normal) conditional
expectation E : M — N. In particular, considering M = B(H), N is hyperfinite
if and only if N is injective.

Proof. First suppose there exists a conditional expectation E : M — N. If we
consider ¢ € M* given by ¢(T") = 7(E(T)) then for T € M and x € N we have

p(Tx) = 7(E(Tx)) = 7(E(T)z) = 7(zE(T)) = (1),

thus ¢ is a hypertrace.

Conversely, suppose ¢ € M* is a hypertrace. If we consider the GNS-
construction L?(M, 1,), then since ¢y = 7 the map = — x1, extends to give
an isometric embedding L*(N,7) C L?*(M, ). We denote by ey the orthogonal
projection onto this subspace, and we denote by E : M — B(L?*(N,7)) the
unital completely positive map E(T) = eyTen. A simple check shows that
En =id, and if T'€ M, and x,y,2 € N then we have

(E(T)(JxJ)yl,, z1;) = (zepyTenmyz™1y,,1,)

(emzTyxenly, 1y,)

(z*Tyx™)

(e Ty)

(emx™2"Tyenrly, 1,)

(E(T)ylr, zly) = (Jo)E(T)yly, 21,).

14
14

By Proposition 4.7.12, (JNJ) = N, and hence E : M — N is a conditional
expectation. |

Example 6.3.9. Let I' be a countable group which is locally finite, i.e., ev-
ery finitely generated subgroup is finite. Then we can write I' = U,enl'y
where I',, forms an increasing sequence of finite subgroups. For each n €
N we define the unital completely positive map ¢, : B({*T) — B(¢°T) by
on(T) = ﬁ dern pgTpg—1. By Corollary 6.3.3 there exists a cluster point
E : B({’T') — B(¢°T") for this sequence in the topology of point-wise weak
convergence.

Note that F| r = id since this holds for each ¢,. Also, for each n € N,
h €T, and T € B(£?T") we have py¢,(T)pn-1 = ¢n(T), and since the sequence
T, is increasing we then have that the range of ¢,, is in p(T';,)" whenever m > n.
Since p(T',,)" is closed in the weak operator topology we have that the range of
E is in p(T',)’ for every n € N. However, p(UpenI'y,) = LT and hence E is a
conditional expectation from B(¢2T') to LT showing that LI is injective.
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Chapter 7

Group representations and
approximation properties

To motivate our investigation into finite von Neumann algebras, as well as to
provide us with examples, we will make a detour into approximation properties
for representations of discrete groups.

7.1 Almost invariant vectors

Let T be a group, a unitary representation = : I' — () contains invariant
vectors if there exists a non-zero vector £ € H such that 7, =& for all g € T
The representation contains almost invariant vectors if for each F' C I', and
€ > 0, there exists £ € H, such that

g€ — &Il <elléll, for all g € F.

Proposition 7.1.1. Let I’ be a group, and w : I' — U(H) a unitary represen-
tation. If there exists € € H and ¢ > 0 such that Re((my&,€)) > c||€]|? for all
g €T, then m contains an invariant vector &, such that Re((&o,€)) > c||€]|?.

Proof. Let K be the closed convex hull of the orbit 7(I"){. We therefore have
that K is [-invariant and Re((n,£)) > c||||? for every n € K. Let & € K be the
unique element of minimal norm, then since I' acts isometrically we have that for
each g € I', m4&p is the unique element of minimal norm for 7, /K = K, and hence
mg&o = &o for each g € I'. Since & € K we have that Re((&,£)) > ¢||€]|?. |

Corollary 7.1.2. LetT be a group, and 7 : T' — U(H) a unitary representation.
If there exists € € H and ¢ < \/2 such that ||m,€ —&|| < c||€|| for all g €T, then
T contains an invariant vector.

Proof. For each g € T we have
2Re((mg€, €)) = 2||&lI* — llmg€ — €]1* > (2 = ) I€]I*.

105
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Hence, we may apply Proposition 7.1.1. |

Lemma 7.1.8. Let T be a group, and 7 : T' = U(H) a unitary representation.
Then © contains almost invariant vectors if and only if 7" contains almost
invariant vector, where n > 1 is any cardinal number.

Proof. If m does not contain almost invariant vectors then there exists ¢ > 0,
and S C T finite, such that for all £ € H we have

clél? < D llmg€ — €I,

geS

If I'is aset |I| =n, and & € H for i € I, such that >, [|&]]* < oo, then

d P&l =>cl&l?

iel i€l
<D lmgg = &lP =Y In* () &) - D él®.
i€l ges geSs el el
Hence, 7®" does not contain almost invariant vectors. The converse is trivial

since 7 is contained in 79>, [ ]

If T is a group and u € Prob(I') C ¢'T, then for a representation 7 : I' —
U(H) the p-gradient operator V,, : I' — H®! is given by

V€ =P u9)/? (€ - mp8).

ger

Note that by Hélder’s inequality we have |V,|| < v/2. The p-divergence
operator div,, : HPT — H is given by

divu(@ &) = Zﬂ(9)1/2(€g — mg-1&g).

gel’ gel

If £ € H, and n = Byerny € HP' then we have

<vu£777> = Z,U'(g)l/2<£ - nga ng>

ger

=> u(9)? (& ng — wg-1my)

gel
= <§7 diV;ﬂ?%

hence div, = VJ,. The p-Laplacian is defined to be A, = div,V,,, which we
can compute directly as

Ap =Y pulg)(2—mg—mg1) = (2= m(p) — m(p")).

Note that if y is symmetric, i.e., u* = p, then we have A, = 2(1-3_ - u(g)mg) =
2(1 - ().
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Proposition 7.1.4 (Kesten). Let I’ be a group, and w : I' — U(H) a unitary
representation. Then the following conditions are equivalent:

(i) 7 contains almost invariant vectors;

(#) For every p € Prob(I") we have 0 € o(A,);
(#1) For some p € Prob(I") with support generating I' we have 0 € o(A,);
(i) For every p € Prob(T') we have ||w(u)|| = 1;

(v) For some p € Prob(I") with support generating T', and e € supp(u), we
have |lx(2)] = 1.

Proof. If 7w contains almost invariant vectors then there is a net {£;} C H such
that [|&| = 1, and [|& — m,&]| — 0 for all g € T. If € Prob(I') then we see
that

IVatill® =>_ mlo)llé: = mo&ll® = 0,
gel
and hence also [|A,&;[|? = 0. Thus, 0 € o(A,) showing that (i) = (ii).
Clearly, (ii) = (iii), and (iv) = (v). We next show, (ii) = (iv), and
(iii) = (v). If p € Prob(T") such that 0 € o(A,,) then for some net {{;} C H
with ||&]] = 1 we have

[l () &all + I ()&all = M| (1™) + 7 ())&l
>2—||ALL]l — 2.

Since || (w)|, |7(u*)|| < 1 we then have ||w(p)|| = ||7(¢*)|] = 1. Note that
by replacing p with g = 56% then we again have 0 € o(Ap), and supp(f) =
supp(u) U {e}.

It remains to show (v) = (i). For this just notice that if u € Prob(T")
such that ||7(p)|| = 1, then there exists some net {£;} C H such that ||&;]| = 1,
and ||m(p)&;]] — 1. We then have

L= |w(w&l® = Y nlgn(h) (1 — (r(9)&, w(h)&))

g,hel’

= > ulg)u(h)(1 = Re(m(g)&, w(h)&:))

g,hel’

Since || (u)é;|| = 1, and |[{(7(g)&, 7(h)&;)| < 1 we then have (7(g)&;, m(h)&;) — 1
for all g, h € supp(u).

If e € supp(u) then this shows ||m(g9)& — &> = 2(1 — Re(r(g)&;, &) — O for
all g € supp(u) and since supp(u) generates I' it then follows that 7 has almost
invariant vectors. u
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7.2 Amenability

A (left) invariant mean m on a discrete group I' is a finitely additive proba-
bility measure on 2, which is invariant under the action of left multiplication,
ie, m: 2 — [0,1] such that m(T') = 1, if Ay,..., A, C I are disjoint then
m(Uj_1An) = Z;.lzl m(A,), and m(gA) = m(A) for all g € I". If T possesses
an invariant mean then I' is amenable. We can similarly define right invariant
means, and in fact if m is a left invariant mean then m*(A) = m(A~!) defines a
right invariant mean. Amenable groups were first introduced by von Neumann
in his investigations of the Banach-Tarski paradox, the term amenability was
later coined by Day.

Given a right invariant mean m on I' it is possible to define an integral
over I' just as in the case if m were a measure. We therefore obtain a state
¢m € (€°T')* by the formula ¢, (f) = [ f dm, and this state is left invariant,
ie, ¢m(fog) = dm(f) forall g € T, f € £°°T. Conversely, if ¢ € ((°T)* is a
left invariant state, then restricting ¢ to characteristic functions defines a right
invariant mean.

Example 7.2.1. Let Fy be the free group on two generators a, and b. Let AT

be the set of all elements in Fy whose leftmost entry in reduced form is a, let

A~ Dbe the set of all elements in Fy whose leftmost entry in reduced form is a~ !,

let B*, and B~ be defined analogously, and consider C' = {e,b,b?,...}. Then
we have that
Fo=ATUA U(BT\C)U(B-UC)

= AT UaA™
=p Y BT\ C)u (B UC).
If m were a left-invariant mean on 5 then we would have
m(Fy) = m(AT) + m(A™) +m(BT\ C)+m(B~ UC)

=m(AT) +m(aA™) +m((b H(BT\C))+m(B~UQ)
=m(ATUaA™) +m(b 1 (BT\ C)U (B~ UC)) = 2m(Fy).
Hence, Fy is non-amenable.
An approximately invariant mean on I' is a net p; € Prob(T") such that
gspti — pilly — 0, for all g € T.
A Fglner net is a net of non-empty finite subsets F; C I' such that
|F;AgE;|/|F;| — 0, for all g € T'. Note that we do not require that I' = U, F},

nor do we require that F; are increasing, however, if |I'| = oo then it is easy to
see that any Fglner net {F;}; must satisfy |F;| — oo.

Theorem 7.2.2. Let T' be a discrete group, then the following conditions are
equivalent.

(4) T is amenable.
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(it) T' has an approximate invariant mean.
(#i) T has a Folner net.

(iv) The left reqular representation X : T — U(L?T') has almost invariant vec-
tors.

(v) For any p € Prob(I") we have 0 € o(A(A,)).
(vi) Any p € Prob(T') satisfies |[A(p)]| = 1.

(vii) There exists a state p € (B(£2T'))* such that ¢(A(g)T) = p(TX(g)) for all
gel, T e B(2T).

(viii) The continuous action of T' on its Stone-Cech compactification ST which is
induced by left-multiplication admits an invariant Radon probability mea-
sure.

(ix) Any continuous action T~K on a compact Hausdor(f space K admits an
invariant Radon probability measure.

Proof. We show (i) == (ii) using the method of Day: Since ¢*°T' = (¢!T")*, the
unit ball in /'T is weak*-dense in the unit ball of (¢°°T')* = (¢'T")**. Tt follows
that Prob(I") C /T is weak*-dense in the state space of />°T.

Let S C I, be finite and let K C @ges /T be the weak-closure of the
set {P,cs(ger —p) | p € Prob(I')}. Since I' has a left invariant state on
¢°T", and since Prob(I") is weak*-dense in the state space of £>°T", we have that
0 € K. However, K is convex and so by the Hahn-Banach separation theorem
the weak-closure coincides with the norm closure. Thus, for any € > 0 there
exists 4 € Prob(T") such that

> N gep — plr <e.

ges

We show (ii) = (iii) using the method of Namioka: Let S C T be a
finite set, and denote by E, the characteristic function on the set (r,00). If
i € Prob(T") then we have

Sllgen—plls =D |gap(z) — p()]

geSs g€eS zel

-y / — B, (u(x))| dr

g€S z€l R>0

=Y [ S IBgenta)) = Brlta)dr

geS Y20 zel

=3 | 1) B

geSs R>
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By hypothesis, if ¢ > 0 then there exists 1 € Prob(I') such that 3 g [lgsp—
u|li < &, and hence for this 1 we have

> [ 1B ) = Bwliar <= [ 1B Gl dr

ges R>o

Hence, if we denote by F,. C T the (finite) support of E,(u), then for some r > 0
we must have

S IgFAF =Y 1E(gep) = Er(p)lly < €| Er() |1 = €| F.
geS geS

For (iii) == (iv) just notice that if F; C T is a Fglner net, then WIF €
(°T is a net of almost invariant vectors.

(iv) <= (v) <= (vi) follows from Proposition 7.1.4.

For (iv) = (vii) let &; € £°T be a net of almost invariant vectors for \. We
define states o; on B((2T') by ¢;(T) = (T¢;,&;). By weak compactness of the
state space, we may take a subnet and assume that this converges in the weak

topology to ¢ € B(¢?T")*. We then have that for all T' € B(¢*T') and g € T,

e T = TAg)| = lim [(AgT = TAg)&: &)

= lign (T&is Ag—1&i) — (TAg&i, &)
< him | T ([Ag & = &ll + A& = &ll) = 0.

For (vii) == (i), we consider the usual embedding M : ¢*T — B({T") by
point-wise multiplication. For f € £°I" and g € I' we have Ay;M A ;-1 = Myqq-1.
Thus, if ¢ € B(£?T)* is a state which is invariant under the conjugation by Ag,
then restricting this state to £°°I" gives a state on £°°T" which is I'-invariant.

(i) <= (viii), follows from the I'-equivariant identification ¢>°T" = C(4T),
together with the Riesz representation theorem.

For (viil) <= (ix), suppose I' acts continuously on a compact Hausdorff
space K, and fix a point zyp € K. Then the map f(g) = gxo on I' extends
uniquely to a continuous map Sf : BI" — K, moreover since f is I-equivariant,
so is Bf. If p is an invariant Radon probability measure for the action on ST’
then we obtain the invariant Radon probability measure f,pu on K. Since ST’
itself is compact, the converse is trivial. |

The previous theorem is the combined work of many mathematicians, in-
cluding von Neumann, Fglner, Day, Namioka, Hulanicki, Reiter, and Kesten.

Note that if LT is injective, then by Theorem 6.3.8, and part (vii) of Theo-
rem 7.2.2, we see that I' is amenable (we will see later that the converse holds
as well). In particular, when we combine this with Examples 6.3.9 and 7.2.1
then we see that LS., and LFy are non-isomorphic II; factors. In fact, we see
that LIFs is also not isomorphic to any subfactor of LS.
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Example 7.2.3. Any finite group is amenable, and from part (iii) of Theo-
rem 7.2.2 we see that any group which is locally amenable (each finitely gen-
erated subgroup is amenable) is also amenable. The group Z™ is amenable
(consider the Fglner sequence Fj, = {1,...,k}" for example). From this it then
follows easily that all abelian groups are amenable.

It is also easy to see from Lemma 7.1.3 and part (v) in Theorem 7.2.2 that
subgroups of amenable groups are amenable (hence any group containing Fs is
non-amenable). If T' is amenable and ¥ < T then it follows directly from the
definition that I'/3 is again amenable.

From part (ix) in Theorem 7.2.2 it follows that if 1 - ¥ - T — A — 1 is
an exact sequence of groups then I' is amenable if both ¥ and A are amenable.
Indeed, if I'vK is a continuous action on a compact Hausdorff space, then if we
consider K C Prob(K) the set of Y-invariant probability measures, then K is
a non-empty compact set on which A = T'/X acts continuously. Thus there is a
A-invariant probability measure fi € Prob(K) and if we consider the barycenter
p= [vdi(v), then p is a I' invariant probability measure on K.

From the above we then see that all nilpotent groups, and even all solvable
groups are amenable.

7.3 Mixing properties

Let T be a discrete group, a unitary representation 7 : I' — U(H) is weak
mixing if for each finite set F C H, and ¢ > 0 there exists g € I' such that

| <7Tg§7 £> | < 67

for all £ € F.
The representation 7 is (strong) mixing if |T'| = oo, and for each finite set
F C H, we have

Jim |76, )] = 0.

Note that mixing implies weak mixing, which in turn implies that there are
no invariant vectors. It is also easy to see that if 7 : ' — U/(#) is mixing
(resp. weak mixing) then so is 7%, and if 7 is mixing then so is 7 ® p for any
representation p. We'll see below in Corollary 7.3.3 that weak mixing is also
stable under tensoring.

Lemma 7.3.1. Let T be a group, a unitary representation m : T' — U(H) is
weak mizing if and only if for each finite set F C H, and € > 0 there exists
v €T such that

(g m)| <e,

forallé,me F.
The representation 7 is mizing if |T'| = oo and for each finite set F C H, we
have

Jim[{mg6, )| = 0,
forallé,me F.
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Proof. This follows from the polarization identity
13
(m(&m) = 7 > @M€ +i*n). (€ +i*n)). u
k=0
Theorem 7.3.2 (Dye). Let I' be a group, and w : T' — U(H) a unitary repre-
sentation. The following are equivalent:

(i) m is not weak mixing.
(ii) ™ @ T contains invariant vectors.

(ii1) ™ ® p contains invariant vectors for some unitary representation p : I' —

UKK).
(iv) 7 contains a finite dimensional sub-representation.

Proof. To show (i) == (ii) suppose m ® T does not contain invariant vectors.
If F C H is finite, and € > 0, then setting ( = de}-g ® & it then follows from
Proposition 7.1.1 that there exists g € I" such that

S HmglmP = Y (mgl )T E, ) = Re({(n &) ()¢, 0)) < <.

EneEF EneEF

Thus, 7 is weak mixing.

(i) = (iii) is obvious. To show (ili) = (iv) suppose p : I' = U(K) is
a unitary representation such that m ® p contains invariant vectors. Identifying
H®K with the space of Hilbert-Schmidt operators HS(K, H) we then have that
there exists T € HS(K,H), non-zero, such that mgTpy—1 =T, for all g € T.
Then TT* € B(H,H) is positive, non-zero, compact, and w,7T*m,-1 = TT*,
for all ¢ € T'. By taking the range of a non-trivial spectral projection of TT*
we then obtain a finite dimensional invariant subspace of 7.

For (iv) = (i), if = is weak mixing then for £ C H any non-trivial finite
dimensional subspace with orthonormal basis F C H, there exists g € I' such

that [(m4&,n)| < 1/4/dim(L), for all £, € F. Hence, if { € F then
IE(mg&)l1> = D [mg m|* < 1= €]

neFr

showing that £ is not an invariant subspace. |

Corollary 7.3.3. Let T be a group and let 7 : T — U(H) be a unitary repre-
sentation. Then 7 is weak mizing if and only if T ® T is weak mixing, if and
only if T®p is weak mizing for all unitary representations p.

Corollary 7.3.4. Let T be a group and let 7 : T' — U(H) be a weak mizing
unitary representation. If ¥ < T is a finite index subgroup then s is also weak
mizing.

Proof. Let D C T be a set of coset representatives for ¥. If 75 is not mixing,
then by Theorem 7.3.2 there is a finite dimensional subspace £ C ‘H which
is Y-invariant. We then have that Zwe p gL C H is finite dimensional and
I-invariant. Hence, again by Theorem 7.3.2, 7 is not weak mixing. |
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7.4 Cocycles and affine actions

If 7: T — U(H) is a unitary representation, then a 1-cocycle for the represen-
tation is a map ¢ : I' — H such that ¢(gh) = c(g) + mgc(h) for all g,h € T. A
cocycle c is inner if it is of the form ¢(g) = & — m,€ for some & € H. Note that
the space of cocycles is a linear space which is closed in the topology of point-
wise convergence. Also note that the inner cocycles form a linear subspace and
a cocycle is constant 0 if and only if it is 0 on some generating set of I'. Two
cocycles ¢; and co are cohomologous or are in the same cohomology class if
€1 — C9 is inner.

We denote by Z(T',7) the space of cocycles (for a fixed representation 7),
and by BY(T',7) the space of inner-cocycles. We also denote by H'(I',7) =
ZY (T, m)/BY (T, ), the space of cohomology classes. The space of inner-cocycles
need not be closed in general and so we denote by BY(T',7) its closure, and
HY(T,7) = ZY(T,7)/BY(T',7). A cocycle c € BY(I', ) is approximately in-
ner.

In the sequel we will have occasion to restrict our attention to real Hilbert
spaces and we use the same definitions as above when considering orthogonal
representations.

If H is a real Hilbert space we let Isom(#) be the group of isometric (but
not necessarily linear) bijections. Note that if o € Isom(#H) such that «(0) = 0,
then « preserves the Hilbert space norm since for £ € H we have ||a(§)|| =
[[e(€) — (0)]] = 11§ — 0]| = ||€]|. In this case for &, 1 € H we have

2(a(&), () = [la(§) — am)|* = [la(©)]I* = la(m)]*
= [1€ = nll* = 1€1* = lInll* = 2(&, m),

showing that « preserves the inner-product. Thus, for £,7 € H and A € R we
have

(a(Ae).m) = (A&, a7 (n)) = Mg, a™" (n)) = Ma(§), 7).

Therefore « is a linear orthogonal operator.

In general, if a € Isom(H) then from above we see that £ — «(€) —a(0) is an
orthogonal operator, and hence « consists of an orthogonal operation followed
by a translation. This shows that the natural inclusion O(H) x H — Isom(H)
is surjective.

An affine isometric representation of a discrete group I" on a real Hilbert
space H is given by a homomorphism « : I' — Isom(#). From above we see that
every affine isometric representation gives rise to an orthogonal representation
m: ' = O(H), together with a map ¢ : I' — . Note that since « is a
homomorphism we have that c is a cocycle. Indeed, for g, h € I", we have

c(gh) = agn(0) = agan(0) = myan(0) + c(g) = mge(h) + c(g)-

Conversely, if 7 : I' — O(#H) is a representation and ¢ : I' — H is a cocycle,
then we see just as easily that we obtain an affine isometric representation
a: T — Isom(#H) by the formula a,& = 7€ + c(g).
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Lemma 7.4.1. Let H be a real or complex Hilbert space. If X C H is a bounded
set, then there exists a unique element & € H which realizes the infimum of the

function § — sup, cx [|§ =7

Proof. Let d be the infimum of the above function and take {¢,} C H a sequence
such that sup,cy |, — 7|l < d+1/n. For n € X, the parallelogram identity
gives

2

gn + fm _ 1 2 1 2 gn B gm
S5 | = e =i+ hm - - |5

Thus,

fn + €m 2 1 1 fn - gm 2
2 < sup] || < sup Llien — nll® 4+ sup 2i6m —nl® -

neX 2 nex 2 nex 2 2
2
<(d+1/n)* - ‘ 5”;5m

Hence, it follows that {&,} is Cauchy and so must converge to a vector é which
then realizes this infimum.

Since the sequence {&,} realizing this infimum was arbitrary it then follows
that é is the unique such vector. |

The vector & in the previous lemma is called the Chebyshev center of X.

Proposition 7.4.2. Let T be a discrete group, and « : T' — Isom(H) an affine
representation with linear part w: T' — O(H), and affine part ¢ : T — H. The
following conditions are equivalent.

(i) « has a fized point.
(it) ¢ is inner.

(iii) ¢ is bounded.
() All orbits of a are bounded.
(v) Some orbit of v is bounded.

Proof. For (i) = (ii), if £ € H, is fixed by « then for ¢ € T we have
&€ = ayf = myé + ¢(g) showing that c is inner.

(ii) = (iii) is obvious. For (iii) = (iv), if ¢ is bounded and § € H, then
for g € T we have |yl = 756 + (gl < €]l + lle(g)]]

(iv) = (v) is also obvious so only (v) = (i) remains. For this, suppose
that & € H such that X = {a,§ | g € T'} is bounded. If ¢ € H is the Chebyshev
center of X then for h € T" we have

sup [lan — agéll = sup [|§ — ap-1,&]| = sup [|€ — agd]|
gerl gerl gel

and so ahé = é by uniqueness of the Chebyshev center. Thus é is a fixed point
for a. |
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If T is a discrete group, p € Prob(I") is a symmetric probability measure with
finite support, and 7 : ' — U(H) is a representation, then a cocycle ¢ : I' — H
is u-harmonic if EQEF 1(g)e(g) = 0. Note that if ¢ is a harmonic cocycle then
for all h € T" we have

> ulg)elgh) =D ulg)(m(g)e(h) + c(g)) = w(u)e(h),

ger ger

and

> ulg)e(hg) =Y plg)(w(h)e(g) + c(h)) = e(h).

gerl ger

Theorem 7.4.3. Let T’ be a finitely generated group, let p € Prob(I') be a
symmetric probability measure with finite support wich generates I', and let 7 :
I' = U(H) be a representation. Then for each cocycle ¢ € Z' (T, ) there is a
unique p-harmonic cocycle ¢ € Z*(T', ) such that ¢ — ¢ € BY(T, 7).

Proof. We endow Z!(I",7) with the inner-product

(e c2) =Y ulg){erlg), ca(g)).

gel

Note that Z1(T', ) is complete with respect to this inner-product, and that this
inner-product has no kernel since the support of p generates I'.

If we have a cocycle ¢ : I' — H then we can compute its inner-product with
respect to an inner cocycle as:

> ulg)(Eg), € — m(9)8) =D ulg)(elg) — (g~ He9), €)

ger ger

=> ug)(eg) +élg™ "), €)

gel

=23 elg).€).

ger

It follows that the space of y-harmonic cocycles is precisely B*(T',7)+. In
particular, if a g-harmonic cocycle ¢ is approximately inner then ¢ = 0.

Given ¢ € Z}L(F, 7) we let & be the orthogonal projection of ¢ onto B*(T', 7)*.
Then ¢ — é € BI(T, ), and ¢ is p-harmonic. If ¢ is another harmonic repre-
sentative in the reduced cohomology class then ¢ — ¢ = (¢ — ¢) + (¢ — ¢/) is
approximately inner and also harmonic, hence ¢ — ¢’ = 0. |

7.5 Functions of conditionally negative type

A kernel of positive type on a set X is a function ¢ : X x X — C such that
for all z1,...,x, € X the matrix [p(z;, ;)] is non-negative definite, i.e., for all
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at, ..., a, € C we have

Z a; o o(xi, i) = (e, z5)][ea, - . an]T, [, ... ,an]T> > 0.

The space of positive type kernels is clearly closed under convex combinations
and under pointwise limits. Note that for a group I', a function ¢ : I' — C
is of positive type if and only if (g,h) — @(h~1g) is of positive type. The
GNS-construction can also be applied to kernels of positive type:

Proposition 7.5.1. Let X be a set, and p : X x X — C, then ¢ is of positive
type if and only if there is a Hilbert space H and a function € : X — H such
that for all x,y € X we have

ez, y) = (£(2),£(y))-

Proof. First note thatif £ : X — H, thenforall ay,...,a, € C,and z1,...,z, €
X we have

> (), () = 1Y eak@)|* > 0,
i,j=1 i=1
and hence (z,y) — (£(x),&(y)) is of positive type.
For the converse we define an inner-product on CX by

n

(D ibe ) Bide)) = Y aiBjp(wi,z)).
i=1 i=1

i,7=1

Since ¢ is of positive type, this inner-product is non-negative definite and hence
we obtain a Hilbert space H by separation and completion. If we let {(z) be
the equivalence class of d, in H then we have (£(z),£(y)) = ¢(x,y). |

Corollary 7.5.2. If 1,02 : X x X — C are of positive type then so is @1p3.

Proof. If for i = 1,2 we have & : X — H; such that ¢;(x,y) = (&(x),&v)),
). [ ]

then we have @1 (2, y)¢a (2, ) = (€1(2) ® (2), €1(y) © E(y)

A kernel of conditionally negative type on a set X is a function v :
X x X — R such that ¥(x,2) =0, and ¥(z,y) = ¥(y, z), for all z,y € X, and
such that for all z4,...,2, € X and ay,...,a, € C with Z?Zl a; = 0, we have
szzl a; oY (x;, ;) < 0. A function of conditionally negative type on a
group I is a function 1 : I' — R such that (g, h) — ¥ (h~1g) is of conditionally
negative type. There is also a GNS type construction for kernels of conditionally
negative type:

Proposition 7.5.3. Let X be a set, and ¢ : X x X — R, then ¢ is of con-
ditionally negative type if and only if there is a Hilbert space H and a function
€: X — H such that Y(z,y) = ||E(x) — E(y)||?, for all 2,y € X.



7.5. FUNCTIONS OF CONDITIONALLY NEGATIVE TYPE 117

Proof. First, suppose that £ : X — H. Then ||{(z) —&(x)| =0 for all z € X,
and if z1,...,2, € X and ay,...,a, € C such that ), _; a; = 0 then we have

Y aidglié(e) — ()P = = Y aidj2Re((€ (), ()

i,j=1 1,5=1
= =11 D _ei(@a)l* - 1| Y@t (@)|® <o.
i=1 i=1

Conversely, if 1 : X x X — R is of conditionally negative type, then consider
the vector space CyX consisting of all finitely supported functions f : X — C
such that .+ f(z) = 0. On CoX we define the inner-product

n

<Z aztslmZﬁz(Sll) = - Z aiﬁijw(xiaxj)’ (71)
1=1 =1

ij=1

which is non-negative definite since ¢ is of conditionally negative type. Hence
we obtain a Hilbert space H by separation and completion.

Fix zp € X and define the function § : X — H by letting {(z) be the
equivalence class of %(5% — ;). Then for x,y € H we have

l€G) — €W = 3118, — 6,1 = w(a,v). .

Corollary 7.5.4. If p : X x X — C is of positive type, then the function
(z,y) = o(z,z) + o(y,y) — 2Re(p(z,y)) is of conditionally negative type.

Proof. If ¢ : X x X — C is of positive type then by Proposition 7.5.1 there
exists a Hilbert space H, and a map £ : X — H such that o(z,y) = ({(x), {(y)).

We then have that o(x,z) + ¢(y,y) — 2Re(p(x,9)) = ||(z) — £(y)||? is of
conditionally negative type by Proposition 7.5.3. |

If we have a function of conditionally negative type on a group then we have
a similar characterization as in Proposition 7.5.3.

Proposition 7.5.5. Let ' be a group, and suppose ¢ : I' — R, then v is of
conditionally negative type if and only if there is a representation w: T' — U(H)
and a cocycle ¢ : T' — H such that (g) = ||c(g)||? for all g € T.

Proof. If we have such a representation and cocycle, then for g, h € I' we have

le(h= ) I* = lle(r™") + (A~ He(@)1* = lle(g) — e(h)]I*.

Hence, 1 is of conditionally negative type by Proposition 7.5.3.

Conversely, if 1 : I' — R is of conditionally negative type, then so is the
kernel (g,h) — ¥(h~'g) and so we may consider on CoI' the inner-product
described by (7.1), and we let H be the corresponding Hilbert space.
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We define a representation 7 : I' — U(H) by extending the left multiplication
structure on the group. Note that

I7(9) Y cide I* = I idge,
1=1 i=1

n n
= - Z aiogy (g™ gay) = | Zaiéxi
i=1

,j=1

2

2

)

hence 7 is indeed a unitary representation.
The map c(g) = %(5e — dg) is then a cocycle for this representation and we

have ¥(g) = [le(g)I|. u

Lemma 7.5.6. Let ¢ : X x X — R be a kernel of conditionally negative type
on a set X, and fix xg € X. Then the function ¢ : X x X — R defined by

(P(x, y) = ¢($07 (ﬁ) - w(xv y) + w(y» CE())
s of positive type.

Proof. By Proposition 7.5.3 there exists a Hilbert space H and a function £ :
X — H such that 9 (z,y) = ||£(x) — £(y)||?. We then have

p(x,y) = |€(xo) — §(@)II* — [I§(=) — EWII* + 11§(y) — (o)
= 2Re(({(x) — &(w0), & (y) — &(w0)))-

Hence ¢ is of positive type by Proposition 7.5.1. |

Theorem 7.5.7 (Schoenberg). Let X be a set, and let ¢ : X x X — R be a
function such that ¥(xz,x) = 0, and ¥(x,y) = Y(y,z), for all x,y € X. Then
W is of conditionally negative type if and only if o' (z,y) = exp(—t)(z,y)) is of
positive type for all t > 0.

Proof. If exp(—tt) is of positive type for all ¢ > 0, then by Corollary 7.5.4
we have that +(1 — exp(—ty)) is of conditionally negative type for all ¢ > 0,
and hence taking a limit as ¢ approaches 0 it follows that v is of conditionally
negative type.

Conversely, if ¢ is of conditionally negative type, and if we fix ¢ € X, then
by Lemma 7.5.6 the function p(z,y) = ¥ (zg, ) —(x, y)+¢(y, zo) is of positive
type. Since the space of kernels of positive type is preserved under products and
pointwise limits it then follows that exp(y) is also of positive type.

Also, the kernel

(l’, y) = eXP(*i/’(xoa l‘)) eXp(*iﬁ(ya l’o))

is of positive type, (just consider £(z) = exp(—¢(xo,x)) as a map into the one
dimensional Hilbert space). Hence

exp(—v(z,y)) = exp(p(x, y)) exp(—1(wo, v)) exp(—(y, zo))

is of positive type. By considering ¢ instead we see that exp(—t) is of positive
type for all ¢ > 0. |
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Corollary 7.5.8. If I" is a group and ¢ : ' — R, such that ¥(e) = 0, and
W(g™t) = (g) for all g € T. Then ) is of conditionally negative type if and
only if exp(—t) is of positive type for all t > 0.

7.6 Kazhdan’s property (T)

Let T be a discrete group, and ¥ < I" a subgroup, the pair (I', X) has relative
property (T) if every representation of I" which has almost invariant vectors
has a non-zero Y-invariant vector. The group I" has Kazhdan’s property (T)
if the pair (I', ") has relative property (T). Finite groups of course have property
(T) but to provide examples of infinite groups with property (T) we will first
build some equivalences. We first note that infinite amenable groups cannot
have property (T), i.e., a group is finite if and only if it is amenable and has
property (T). Perhaps surprisingly, this simple observation has been used quite
successfully, first by Margulis, to prove a number of striking rigidity results in
geometric group theory.

Proposition 7.6.1. A group T is finite if and only if I' is amenable and has
property (T).

Proof. Since I' is amenable the left-regular representation has almost invariant
vectors, by property (T) this implies the left-regular representation has a non-
zero invariant vector. This trivially implies that I" is finite. |

Note that a property (T) group is necessarily finitely generated since if we
consider the family F of finitely generated subgroups then it is easy to see
that the representation on ®xc7¢?(I'/A) has almost invariant vectors, and this
will have an invariant vector only if [I' : A] < oo for some A € F, in which
case we have that I is finitely generated. Also, note that quotients of property
(T) groups again have property (T) since we may view a representation of the
quotient as a representation of the whole group. In particular, a property (T)
group T has finite abelianization I'/[T", T.

Theorem 7.6.2. LetT' be a countable group, and let i € Prob(I") be a symmet-
ric probability measure with support generating T', and such that e € supp(pu).
Suppose ¥ < T is a subgroup. For a representation m : I' — U(H) we de-
note by Psx, the projection onto the space of Y-invariant vectors. The following
conditions are equivalent:

(i) The pair (T',X) has relative property (T).

(#) Euvery representation m : I' — U(H) with almost invariant vectors has a
finite dimensional S-invariant subspace.

(ii1) Every function ¢ : T' — C of conditionally negative type is bounded on X.

(iv) For every representation m : I — U(H), and every ¢ € Z'(I',7r) we have
sz € Bl(z,ﬂ').
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(v) Every affine isometric action of I' on a real Hilbert space has a X-fized
point.

(vi) For every sequence @, : I' = C of functions of positive type which converge
pointwise to 1, we must have that o, converges uniformly to 1 on X.

(vig) There exists a constant 0 < ¢ < 1 such that for any representation = : I' —
U(H) we have ||[m(p)(§ — Psg)|l < cll§ — P=l-

(viii) There exists a constant K > 0 such that for any representation © : I’ —
U(H), we have [|§ — Peg|| < K[V, (€ = Pé) |l

Proof. (i) = (ii) is trivial. For (ii) = (iii) we proceed by contraposition.
Suppose 1 : I' — C is a function of conditionally negative type, and h, € X
such that ¥ (h,) — oo. By Proposition 7.5.5 v is of the form ¥(g) = ||c(g)|/?,
where c¢ is a cocycle for some representation 7. Since

c(g1hnge) = c(g1) + m(g1)c(hn) + m(g1hn)c(g2)

it then follows that ¥ (g1hnge) — oo for any fixed g1,g2 € T

By Schoenberg’s theorem we have that ¢,, = exp(—1/n) is of positive type
for all n € N, and hence by the GNS-construction there exists a sequence of
representations m, : I' — U(H,,), with unit cyclic vectors &, € H,,, such that
on(9) = (mr(9)én, &n) for all g € T, n € N. Since

klirrgo<wn(gk)ﬂ(g2)§n,W(gfl)€n> = klglolo on(g91hrg2) =0

for all n € N, and since &, is a cyclic vector for H,, it then follows that 7, (gx)&
converges weakly to 0, for all & € H,, and thus m, is weakly mixing when
restricted to X, hence so is @, enmn. Therefore by Theorem 7.3.2 we have that
PBnenHn has no finite dimensional Y-invariant subspace.

However, for all g € I' we have

170(9)én — &nll? = 2 — 2Re(pn(g)) — 0,

and thus &, is a sequence of almost invariant vectors for @, enm,.

The equivalence between (iii), (iv), and (v) follow easily from Propositions
7.5.5 and 7.4.2.

To show (iv) = (vi) suppose that there is a sequence of positive defi-
nite functions ¢, : I' — C, which converge pointwise to 1, but such that no
subsequence converges uniformly on ¥. By replacing ¢, with ¢, (e) 1y, we
may assume that ¢,(e) = 1. Let m, : I' = U(H,,) be the corresponding GNS-
representations, and &, € H,, unit cyclic vectors such that ¢, (g) = (7,(9)&n, &n)
for all g € T'. Since ¢,, converges to 1 pointwise it follows easily that &, is a
seqnece of almost invariant vectors in ®,enHy,.

If we enumerate I' as {gn }nen, then taking a subsequence we may assume
that ||&, — m(gk)&nll < 2" for all 1 <k <n.
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We define the cocycle ¢ : I' = &penHy by

C(g) = @neN(fn - 7"'n(g)gn)

Since ||, — m(gr)&n|| < 2™ for all 1 < k < n, it follows that ¢ is well defined.
Note that

sup |1 — @n(h)| = sup [(§n — 7n(h)n, &nl < 2(6n — Pséalls
hes hes
and so since ¢,, does not converge uniformly on ¥ we must have > [0 —
PEE’I’LHQ = 0.

It follows from Corollary 7.1.2 applied to the representation @}_,my, that
there exists h,, € ¥ such that

I @koy (& = mi(hn)€) 1 > || ks (& — P&l

hence we have | c(hy,)|| — oo and so ¢5; € B' (2, 7).

For (vi) == (vii) suppose there exists a sequence of representations
7 I — U(H,), and unit vectors &, € H such that P&, = 0, and ||&,]]? —
|m()énl*> — 0. Then as in the proof of (v) = (i) from Proposition 7.1.4,
we have that &, is a sequence of almost invariant vectors for @22 ,m,. Thus
on(g) = (mn(9)én, &n) is a sequence of functions of positive type which converge
pointwise to 1. If ¢, converges uniformly to 1 on X, then for some n € N we
have

sup Re((mn (h)&n, &n)) = sup Re(pn(h)) > 1/2.
hex hex

By Proposition 7.1.1 we then have || Ps&|| # 0 giving a contradiction.
(vil) = (viii) follows easily since for any representation 7 : I' — U(H),
and any vector £ € H, we have

€=l (el < N1ALEN < IV uéll-

Hence, if ¢ < 1 such that ||7r(u)(E—Ps€)|| < [|€—Ps€]|, then setting K = (1—c)~*
shows (viii).

To see (viii) == (i) suppose that 7 : I' — U(H) is a representation
which does not have X-invariant vectors. Then from (viii) there does not exists
a sequence of unit vectors &, such that ||V ,&,| — 0. Hence it follows that
0¢ o(|V,]) and so 0 € o(A,,) since A, = |V,|?. By Proposition 7.1.4 it then
follows that m does not have almost invariant vectors. ]

The previous theorem, like Theorem 7.2.2, is the combined work of many
mathematicians, including Kazhdan, Delorme, Guichardet, Akemann, Walters,
Bates, Robertson, and Jolissaint.

We also have further equivalences of property (T) which do not adapt as eas-
ily to the relative case. For this we first introduce another tool. An ultrafilter
w on a locally compact Hausdorff space X is a point in the Stone-Cech compact-
ification SX.! The ultrafilter is principal if w € X C X, and non-principle

1This is not the usual definition, but it is equivalent and will be easier to work with for
our situation.
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otherwise. By the universal property of the Stone-Cech compactification any
bounded continuous function f : X — C has a unique continuous extension to
BX. Thus, by considering the Gelfand transform, an ultrafilter w corresponds
uniquely to a norm 1 multiplicative linear functional on Cy(X) which we denote
by f — lim, ., f(x). We will usually be interested in the case when w is a
non-principal ultrafilter on N endowed with the discrete topology.

Constructions with non-principle ultrafilters give a convenient way to exploit
compactness properties without having to restrict ourselves to subsequences.
As an example, if H,, is a sequence of Hilbert spaces then we may consider the
Banach space £°°(H.,) of all bounded sequences (&,,),, with &, € H,, for each n €
N. If w € BN\ N is a non-principal ultrafilter, then for each pair (&,)n, (9n)n €
0> (H,,) we obtain a bounded function on N by n — (£, n,,), and hence we may
apply our linear functional to this function to obtain a non-negative definite
inner product on £°°(H,,) given by ((&,)n, (Mn)n) = limy—w{(€n, mn). The kernel
of this inner-product is a closed linear subspace and hence taking a quotient
we obtain a Hilbert space H,, which is the ultraproduct of the sequence of
Hilbert spaces H.,.

If T,, € B(H,) for each n € N and we have a uniform bound ||T,| < K,
then we obtain a bounded operator T,, € B(H,,), with |T,,|| < K, by setting
Tw(€n)n = (Th€n)n. Note that since w is non-principle, many properties which
are approximate for the sequence become exact in the limit. As an example, if
Uny Up, Wy, € U(Hy,) for each n € N, such that lim, ., ||vnt, — wy] = 0, then
we have v,u, = w,.

If T is a discrete group, and g € Prob(T"). Then for any map 7 : I' — U(H)
(not necessarily a homomorphism), we again define V,, : I' — H®" by

V€ = P u9)/? (€ - mp8).
gel’
We also define A, as before

Dy =YV =Y ulg)(1 —n(g)" —(g) +(9)"m(9))-

gel’

Theorem 7.6.3 (Shalom). Let T be a finitely generated group, and let p €
Prob(I") be a symmetric finitely supported probability measure with support S
generating I', and such that e € supp(p). The following conditions are equiva-
lent:

(4) T has property (T).
(ii) HY(T,7) = {0} for any representation 7 : T — U(H).
(4ii) For all € > 0 there exists n € N, and 0 < k < ¢, such that for all 6 > 0,

if 1 S™ — U(H) such that w(g~1) = w(g)*, and ||w(gh) — m(g)m(h)|| <&
whenever g, h,gh € S™, then o(A,) N (0/k, k] = 0.
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(i) There exists n € N, and k > 0 such that if 7 : S™ — U(H) such that
(g~ =7(g9)*, and w(gh) = w(g)n(h), for all g, h,gh € S™ then o(A,)N
(0, 5] =

(v) There exists a constant k > 0 such that for any representation @ : I' —
U(H) we have o(A,) N (0, k] = 0.

Proof. (i) = (ii) follows Part (iv) of Theorem 7.6.2. Also note that (iii) =
(iv) by setting € = 1 and 0 = 0 in Part (iii), and clearly we have (iii)) = (iv).
Also, since for a representation 7 : I' = U(H) we have that ker(A,) is the space
of invariant vectors, it then follows from Part (viii) of Theorem 7.6.2 that (v)
= (i).

Thus, most of the effort in the proof will go into establishing (ii) = (iii),
which we will achieve by contraposition. So suppose that (iii) does not hold.
Then there exists a sequence §,, > 0, and a sequence 7, : S™ — U(H,), such
that m(g~!) = m(g9)*, and ||7(gh) — w(g)7(h)|| < &, whenever g, h, gh € S™, and
such that o(A,) N (nd,, 2] # 0, for large enough n € N.

If we let &, € H,, be a non-zero vector in the range of 115, 11(Au), such
that |V ,&, ]2 = (A&, &) = 1, then we have ||&,]]? < n5 , and HAugnHQ L

Let w € BN\ N be a non-principal ultrafilter, and consider the ultraproduct
representation m, : I' — U(H,,). Note that this indeed gives a unitary repre-
sentation since &, < 1/n? — 0. Consider the map ¢, : S® — H,, given by
en(9) = &n — mn(9)&n. For g, h,gh € S™ we have

len(9) + mn(g)en(h) = enlgh)l| = I(mngh) — Tn(g)mn(h))Snl
< Onllénll < 1/n.

Hence, for each g € I" we have

limsup ||c (9)]] < |g|s limsup D [len(s)

n—oo n—oo
ses

< (18] + lgls) limsup | VE[|* = [S] + |g]s-
n— oo

Thus, the sequence (c,(g))n is bounded and so defines a vector ¢, (g) in the
ultraproduct Hilbert space H,,. Moreover, we see that g — ¢, (g) is a cocycle.
The cocycle ¢, is p-harmonic since

1
I3 o)l = lim S eals)ll = Tim A& < Jim = =0,
sesS seS

and is non-zero since

D lea(®)? = lim Y lea()l® = lim [S||V,&all* = |5].

seS sES

Thus, ¢, ¢ Z1(T,m,) by Theorem 7.4.3, showing that (ii) does not hold. |
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The above proof is based on ideas of Gromov, Kleiner, Shalom, and Tao.
Note that in (ii) of Theorem 7.6.3 the assumption of finite generation is nec-
essary. Indeed, it’s not hard to see that any locally finite group I' satisfies
H(T,7) = {0}, for every representation.

Corollary 7.6.4 (Shalom). Fvery property (T) group is a quotient of a finitely
presented property (T) group.

Proof. Let T be a property (T) group generated by a finite symmetric set S, with
e € S, and let p € Prob(I") be a symmetric probability measure with support
S,eg., n= |T19| Y scs0s. By Part (iv) in Theorem 7.6.3, there exists £ > 0 and
n € N such that if 7 : S™ — U(H) with 7(¢g~!) = 7(9)*, and 7(gh) = 7(g)7(h)
for all g, h,gh € S™ then o(A,) N (0,x] = 0.

Consider the group A with presentation (Sp, R), where Sy is a copy of S,
and R is the set of relations of the form s1s5--- s, = e if s; € Sy, this relation
holds in T', and k£ < 3n. Then R is a finite set since S™ is finite and I is a
quotient of A by considering the canonical map which takes elements in Sy to
their corresponding elements in S.

For any representation 7 : A — U(H), we may also view this as a mapping
from S into U(H), and since the I'-relations in S™ also hold in A we may then
view it as a map from S™ into U(H) and so we must have o(A,) N (0,x] = 0.
Thus A has property (T) by Theorem 7.6.3. |
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