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ABSTRACT. Approximation theory in the complex variable setting has its roots in classical function theory, but is rich in modern applications. Moreover, it is a subject that lends much insight into real approximation problems. Starting with the example of Taylor series, we describe methods (such as Faber series and interpolation) for generating good polynomial approximants to a function analytic on a compact set in the plane. We also discuss characterizations for polynomials of best uniform approximation and the "near circularity property." An introduction is given to the theory of Padé approximants, which are rational function analogues of the Taylor sections. We conclude by discussing some contrasts between the theories of polynomial and rational approximation.

1. TAYLOR SECTIONS.

The properties of the Taylor sections for an analytic function are a convenient starting point for approximation and interpolation in the complex z-plane (denoted by $\mathbb{C}$). This is because Taylor sections are least squares polynomial approximants as well as interpolating polynomials. Indeed, if $f$ is analytic at $z = 0$, then the Taylor sections

\[ s_n(z) = s_n(f;z) := \sum_{k=0}^{n} \frac{f^{(k)}(0)}{k!} z^k \]

satisfy the interpolation conditions

\[ s_n^{(j)}(0) = f^{(j)}(0), \quad j = 0, 1, \ldots, n. \]

Moreover, the polynomials $1, z, z^2, \ldots$ are orthogonal with respect to the inner product

\[ (g, h) := \frac{1}{2\pi} \int_{C_r} g(z) \overline{h(z)} |dz|, \quad C_r : |z| = r, \]

and, if $f$ is analytic on $|z| \leq r$,
Thus, the least squares (best $L^2$) polynomial approximation to $f$ out of $\Pi_n$ on the circle $C_r$ is

\[
(1.5) \quad \sum_{k=0}^{n} \frac{f(z_k)}{k!} z^k = \sum_{k=0}^{n} \frac{f^{(k)}(0)}{k!} z^k = s_n(z).
\]

Here and below, $\Pi_n$ denotes the collection of all algebraic polynomials (with complex coefficients) of degree at most $n$.

Another significant property of Taylor sections is that they provide minimal projections onto $\Pi_n$ with respect to the sup norm.

**Definition 1.1.** Let $A(\Delta)$ denote the collection of functions $f$ that are analytic in the open disk $|z| < 1$ and continuous on the closed disk $\Delta: |z| \leq 1$. A projection $P: A(\Delta) \to \Pi_n$ is a bounded linear operator such that $P^2 = P$ and $P = I$ on $\Pi_n$.

Endowing $A(\Delta)$ and $\Pi_n$ with the sup norm

\[
(1.6) \quad \|f\| := \sup \{|f(z); z \in \Delta|,
\]

we expect to find "near best" polynomial approximants to $f$ on $\Delta$ by utilizing a projection with smallest possible norm. It was shown by Geddes and Mason [21] that this minimal projection is the Taylor projection:

\[
(1.7) \quad (S_n f)(z) := s_n(f;z) = \sum_{k=0}^{n} \frac{f^{(k)}(0)}{k!} z^k.
\]

Namely, they proved

**Theorem 1.2.** Let $P$ be any projection of the space $A(\Delta)$ onto the subspace $\Pi_n$. Then, for the operator norm induced by the sup norm over $\Delta$, we have

\[
(1.8) \quad \|S_n\| \leq \|P\|,
\]

where $S_n$ is the Taylor projection of (1.7).

The proof of this theorem follows from the clever observation that for any projection $P$

\[
(1.9) \quad (S_n f)(z) = \frac{1}{2\pi i} \int_{|t|=1} (A_t PA_t f)(z) \frac{dt}{t},
\]

where $A_t$ is the shift operator defined by $(A_t f)(z) := f(tz)$. 
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What can be said about the rate of convergence of the Taylor sections? The answer is intimately related to the familiar Cauchy-Hadamard formula for the radius of convergence $\rho$ of a power series $\sum_{k=0}^{\infty} c_k z^k$. That is,

$$\frac{1}{\rho} = \limsup_{k \to \infty} |c_k|^{1/k}.$$  \hfill (1.10)

The basic convergence result is the following.

**Theorem 1.3.** Let $f$ be analytic in an open set that contains the closed unit disk $\Delta$. Then for the sup norm (1.6), the Taylor sections $s_n$ satisfy

$$\lim_{n \to \infty} \sup_{n} \| f - s_n \|^{1/n} = 1/\rho < 1,$$  \hfill (1.11)

where $\rho$ is the radius of the largest open disk centered at the origin throughout which $f$ has a single-valued analytic continuation. Moreover, the sequence $s_n$ converges to $f$ for $|z| < \rho$.

The above theorem, which provides a model for more general results to be mentioned later, nicely illustrates the relationship between the degree of convergence and the maximal circular region of analyticity for $f$; that is, the larger this circular region, the faster the convergence. In particular, for entire functions $f$

$$\lim_{n \to \infty} \| f - s_n \|^{1/n} = 0.$$  \hfill (1.12)

While the proof of Theorem 1.3 can be deduced via (1.10), it is more instructive to give an argument based on the interpolation property (1.2) of Taylor sections. For this purpose we appeal to the Hermite representation (cf. Walsh [62, §3.1]) for interpolating polynomials.

**Lemma 1.4.** Suppose $f$ is analytic inside and on the simple closed contour $\Gamma$ that surrounds the $n + 1$ points $z_0, z_1, \ldots, z_n$. If $p$ is the unique polynomial in $P_n$ that interpolates $f$ in these points, then

$$f(z) - p(z) = \frac{1}{2\pi i} \int_{\Gamma} \frac{w(t)f(t)}{w(t)(t-z)} \, dt, \quad z \text{ inside } \Gamma,$$  \hfill (1.13)

where $w(z) := \prod_{k=0}^{n} (z - z_k)$.

**Proof.** Replacing $f(z)$ by its Cauchy integral representation

$$f(z) = \frac{1}{2\pi i} \int_{\Gamma} \frac{f(t)}{t - z} \, dt, \quad z \text{ inside } \Gamma,$$
equation (1.13) becomes

\[ p(z) = \frac{1}{2\pi j} \int_\Gamma \frac{w(t) - w(z)}{w(t)(t - z)} f(t) \, dt, \quad \text{all } z. \]

From (1.14) we see that \( p \) is indeed a polynomial in \( z \) and from (1.13) that it interpolates \( f \) in the points \( z_k \) (the zeros of \( w(z) \)). \( \Box \)

It is important to keep in mind that (1.13) is valid even when the points \( z_k \) are not distinct; in such a case interpolation is meant in the Hermite sense. That is, if \( z_k \) is repeated \( \ell \) times, then \( p^{(j)}(z_k) = f^{(j)}(z_k) \) for \( j = 0, 1, \ldots, \ell - 1 \). In particular, since the Taylor section \( s_n \) interpolates in the origin of multiplicity \( n + 1 \), equation (1.13) gives

\[ f(z) - s_n(z) = \frac{1}{2\pi j} \int_\{|t| = r\} \frac{z^{n+1} f(t)}{t^{n+1}(t-z)} \, dt, \quad |z| < r, \]

for any \( r \) such that \( f \) is analytic on \( |z| \leq r \). With the assumptions of Theorem 1.3, we deduce from (1.15) that

\[ \limsup_{n \to \infty} \| f - s_n \|^{1/n} \leq 1/\rho, \]

and that the sequence \( s_n \) converges to \( f \) in \( |z| < \rho \). If strict inequality holds in (1.16), then

\[ \limsup_{n \to \infty} \left| f^{(n)}(0)/n! \right|^{1/n} = \limsup_{n \to \infty} \| s_n - s_{n-1} \|^{1/n} < 1/\rho, \]

which implies that the sequence \( s_n \) (the Taylor expansion for \( f \)) converges to an analytic function in some disk \( |z| < R \), with \( R > \rho \). As this violates the definition of \( \rho \), the equality of (1.11) follows.

As is often the case where \( n \)-th root asymptotics are concerned, results that hold for best \( L^2 \) polynomial approximants (such as the Taylor sections) are also valid for best \( L^p \), \( 1 \leq p \leq \infty \), approximants. For example, Theorem 1.3 holds if the sections \( s_n \) are replaced by the polynomials \( p_n \) of best uniform approximation to \( f \) on \( \Delta \).

Many of the elegant properties of Taylor sections can be found in the book of Dienes [14]. We mention only one more fact concerning the behavior of the zeros of Taylor sections for the case when the radius of convergence \( \rho \) is finite and positive. Namely, Jentzsch proved [14, p.352] that every point of the circle of convergence \( |z| = \rho \) is a limit point of the set of zeros of the sequence \( \{ s_n \} \). The zeros of the partial sums \( s_n(z) = (z^{n+1} - 1)/(z - 1) \) of \( f(z) = 1/(1 - z) \) provide a simple illustration of this theorem.
2. POLYNOMIAL APPROXIMATIONS FOR FUNCTIONS ANALYTIC ON E.

Given a compact set $E$ in the $z$-plane and a function $f$ analytic on $E$ (i.e., $f$ is analytic on an open set $G \supset E$), how do we generate good polynomial approximations to $f$ on $E$? When $E$ is a closed disk, we can use Taylor sections which are "good" in the sense of Theorem 1.3. For general sets $E$ we need a procedure that likewise reflects the geometry of $E$.

First, we insist that $E$ does not separate the plane; that is, $\mathbb{C} \setminus E$ is connected. This assumption is necessary if we expect to get uniform convergence (of polynomials) to an arbitrary function analytic on $E$. For example, the function $f(z) = 1/z$ is analytic on the circle $E : |z| = 1$, but is not the uniform limit on $E$ of any sequence of polynomials because (by the maximum principle) uniform convergence on $|z| = 1$ implies convergence to an analytic function throughout $|z| \leq 1$.

The connectedness of $\mathbb{C} \setminus E$ is also a sufficient condition for polynomial approximation to functions analytic on $E$ as is stated in the following version of the classical Runge's theorem (cf. [52, §1.10]).

Theorem 2.1. If $f$ is analytic on a compact set $E$ that does not separate the plane, then there exists a sequence of polynomials that converges uniformly to $f$ on $E$.

(The question of polynomial approximation to functions not analytic on $E$ is much more delicate and will be addressed in the next section.)

To prove Theorem 2.1, Runge's approach was to first form Riemann sum approximations to the Cauchy integral representation for $f$. These Riemann sums are rational functions whose poles lie outside $E$. Through a process of "pole moving," the rational approximants are converted to polynomial approximants.

For reasonable sets $E$, we can generate polynomial approximants more directly by constructing an analogue of Taylor series. This was the fruitful approach taken by Faber [15]. To simplify the description of Faber's method we assume that $E$ is a compact set (not a single point) whose complement $\mathbb{C} \setminus E$ with respect to the extended plane is simply connected. The Riemann mapping theorem asserts that there exists a conformal mapping $w = \phi(z)$ of $\mathbb{C} \setminus E$ onto the exterior of the unit circle in the $w$-plane (see Figure 2.1). We can insist that $\phi(\infty) = \infty$ and $\phi'(\infty) > 0$ so that, in a neighborhood of infinity,

\begin{equation}
\phi(z) = \frac{z}{c} + b_0 + \frac{b_1}{z} + \frac{b_2}{z^2} + \ldots, \quad c > 0.
\end{equation}
The polynomial basis \( \{w^n\}_0^\infty \) for Taylor expansions in the w-plane now corresponds to the functions \( \{\phi(z)\}_0^\infty \) in the z-plane. The obvious fly in the ointment is that the latter functions are not (in general) polynomials. However, \( \phi(z)^n \) does have a polynomial part that will serve our purpose.

Indeed, from (2.1), we get

\[
\phi(z)^n = \left( \frac{z^n}{c^n} + \cdots \right) + \frac{1}{z} \psi_n(z) = F_n(z) + \frac{1}{z} M_n(z),
\]

where \( F_n(z) = z^n/c^n + \cdots \) \( \Gamma_n \) and \( M_n(z) \) is analytic at infinity. We call \( F_n \) the \( n \)-th degree Faber polynomial for the set \( E \), but caution the reader that many authors reserve this terminology for its monic brother \( c^n F_n(z) \).

For a function \( f \) analytic on \( E \), our goal is to obtain an expansion of the form

\[
f(z) = a_0 F_0(z) + a_1 F_1(z) + a_2 F_2(z) + \cdots.
\]

For this purpose, it is convenient to introduce the inverse mapping of \( \phi \), denoted by \( z = \psi(w) \), and the level curves

\[
\Gamma_r : |\psi(z)| = r \quad (r > 1)
\]

which are images under \( \psi \) of the circles \( C_r : |w| = r \) (see Figure 2.1).

Since \( F_n \) is the principal part of the Laurent series (2.2) for \( \phi(z)^n \), we can write

\[
F_n(z) = \frac{1}{2\pi i} \int_{\Gamma_R} \frac{\phi(t)^n}{t - z} \, dt \quad (z \text{ inside } \Gamma_r),
\]

and transforming to the w-plane we obtain

\[
F_n(z) = \frac{1}{2\pi i} \int_{\Gamma_R} \frac{s^n}{\psi(s) - z} \psi'(s) \, ds.
\]

To derive the expansion (2.3) we begin with the Cauchy integral representation for \( f(z) \):
\begin{equation}
\frac{f(z)}{2\pi i} \int_{C_R} \frac{f(t)}{t-z} \, dt = \frac{1}{2\pi i} \int_{C_R} \frac{f(\psi(s))}{\psi(s) - z} \psi'(s) \, ds.
\end{equation}

Since \( f(\psi(s)) \) is analytic in an annulus of the form \( 1 \leq |s| < R \), we can expand this function in a Laurent series:

\[ f(\psi(s)) = \sum_{n=-\infty}^{\infty} a_n s^n. \]

Substituting this series into (2.6) and recalling (2.5) we get

\begin{equation}
\frac{f(z)}{2\pi i} \int_{C_R} \frac{\sum_{n=0}^{\infty} a_n s^n}{s - z} \, ds = \sum_{n=0}^{\infty} \frac{a_n}{2\pi i} \int_{C_R} \frac{\sum_{n=0}^{\infty} a_n \psi^n(s)}{\psi(s) - z} \, ds = \sum_{n=0}^{\infty} a_n F_n(z)
\end{equation}

(the integrals with negative \( n \) vanish because the integrand is \( O(1/s^2) \) near \( \infty \)).

To summarize, we obtain the Faber expansion for \( f \) by forming the Taylor series for the Cauchy integral of the composition \( f \circ \psi \) and substituting \( F_n \) for \( \psi^n \). The process is diagrammed below.

\[ f(z) \xrightarrow{(f \circ \psi)(w)} \frac{1}{2\pi i} \int_{C_R} \frac{(f \circ \psi)(s)}{s - w} \, ds = \sum_{n=0}^{\infty} \frac{a_n}{2\pi i} \int_{C_R} \frac{\sum_{n=0}^{\infty} a_n \psi^n(s)}{\psi(s) - z} \, ds = \sum_{n=0}^{\infty} a_n F_n(z) \]

Exploiting the relationship between Taylor and Faber series leads to the following analogue of Theorem 1.3.

**Theorem 2.2.** Let \( f \) be analytic on \( E \) and let \( p(r) \) be the largest index such that \( f \) has a single-valued analytic continuation throughout the interior of the level curve \( \Gamma_p \). Then the partial sums of the Faber series for \( f \) satisfy

\begin{equation}
\limsup_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n} a_k F_k \| f \|_E^{1/n} = 1/p < 1,
\end{equation}

where \( \| \cdot \|_E \) denotes the sup norm on \( E \). Moreover, the Faber series converges to \( f \) throughout the interior of \( \Gamma_p \).

What does Theorem 2.2 say to realists who do approximation on an interval? If \( E = [-1,1] \), then \( \psi(z) = z + \frac{1}{2} z^2 - 1 \) is just the Joukowski transformation with inverse

\begin{equation}
\psi(w) = \frac{1}{2} (w + w^{-1}).
\end{equation}

For \( n \geq 1 \), the polynomial part of \( \psi(z)^n \) is the same as the polynomial part of

\[ \psi(z)^n + \psi(z)^{-n} = w^n + w^{-n}. \]
which reduces to $2 \cos \pi e$ when $w = e^{i\theta}$. Thus the Faber polynomials are (apart from a multiplicative constant) the same as the classical Chebyshev polynomials $T_n$, and the Faber series reduces to the (orthogonal) Chebyshev expansion! For the Joukowski transformation, the level curve $\Gamma_r$ is an ellipse with foci $\pm 1$ and semi-major axis of length $(r + r^{-1})/2$. Hence Theorem 2.2 asserts that the Chebyshev expansion for a function $f$ analytic on $[-1,1]$ will converge to $f$ throughout the largest ellipse with foci $\pm 1$ in which $f$ is analytic.

A more in-depth discussion of Faber series and Faber transforms is given in [13], [17], [22], [49], and [2]. The reader will find the subject rich in applications to geometric function theory.

Polynomial approximants can also be constructed via interpolation. As we observed, the Taylor section $s_n(f,z)$ of (1.1) interpolates $f$ in the origin or, more precisely, in the zeros of the polynomial $w_n(z) = z^{n+1}$. Since the mapping function $\phi$ for the disk $\Delta_c : |z| < c$ is just $\phi(z) = z/c$, the $w_n(z)$ trivially satisfy

$$\lim_{n \to \infty} |w_n(z)|^{1/n} = c |\phi(z)|.$$ (2.10)

In fact, this asymptotic relation, when used to estimate the integral in the Hermite interpolation formula (1.15), is all that is needed to prove the convergence assertions of Theorem 1.3. For more general compact sets $E$ (with $\mathbb{C} \setminus \mathcal{E}$ simply connected) this suggests that we determine a triangular scheme of points for $E$

$\begin{align*}
B_0^{(0)} \\
B_0^{(1)}, & B_1^{(1)} \\
& \ldots \ldots \\
B_0^{(n)}, & B_1^{(n)}, \ldots, B_n^{(n)} \\
& \ldots \ldots \ldots
\end{align*}$ (2.11)

such that $w_n(z) := \prod_{k=0}^{n} (z - b_k^{(n)})$ satisfies (2.10) uniformly on compact subsets of $\mathbb{C} \setminus \mathcal{E}$, where $\phi(z) = z/c + \cdots$ is now the mapping function of (2.1). Coupled with the Hermite interpolation formula this leads to the following result (cf. [62, §7.2]).

**Theorem 2.3.** If the scheme of points (2.11) of $E$ satisfies (2.10) uniformly on compact subsets of $\mathbb{C} \setminus \mathcal{E}$, then the assertions of Theorem 2.2 remain valid when the Faber sections are replaced by the sequence of polynomials $P_n$ that interpolate $f$ in the successive rows of (2.11).

For the unit disk $\Delta : |z| \leq 1$, the zeros of $w_n(z) = z^{n+1} - 1$ (the roots of unity) provide "good points" of interpolation in the sense of (2.10).
When $E$ is bounded by a smooth Jordan arc or curve, we obtain good points by taking the images under $z = \psi(w)$ of such equally spaced points on $|w| = 1$. For example, if $E = [-1,1]$, the images of the roots of $w^N + i = 0$ under the transformation (2.9) yield the zeros of the Chebyshev polynomial $T_n$.

There are good points of interpolation that can be determined without knowledge of the mapping function. These are the Fekete points (cf. [62, §7.8]).

**Definition 2.4.** Let $\nu_n(z_0, z_1, ..., z_n) := \prod_{i<j} (z_i - z_j)$ denote the Vandermonde determinant of order $n + 1$. The points $\beta_k^{(n)} = z_k \in E$ for which the maximum

$$\max \{|\nu_n(z_0, z_1, ..., z_n)|; z_k \in E, k=0, ..., n\}$$

is attained are called Fekete points for $E$.

The positive constant $c$ that appears in the expansion (2.1) for the mapping function has great importance; it is called the transfinite diameter or logarithmic capacity of $E$ and is denoted by $\text{cap}(E)$. Such terminology arises from an electrostatics problem that we now describe.

For a compact set $E$ (with $\partial E$ simply connected) we distribute a unit charge over its boundary $\partial E$ so that equilibrium is reached in the sense that the energy with respect to the logarithmic potential is minimized. This corresponds to the problem of finding the minimum of the energy integral

$$\text{I}[\nu] := \iint_{E \times E} \log|z_1 - z_2|^{-1} du_1 dz_1 du_2 dz_2$$

over all positive unit measures $\nu$ supported on $\partial E$. The unique measure $\nu_E$ that minimizes $\text{I}[\nu]$ gives the equilibrium charge distribution with potential

$$\nu_E(z) := \int_{\partial E} \log|z - t|^{-1} du_E(t).$$

Apart from a small exceptional set, this potential has the constant value $\text{I}[\nu_E]$ on the boundary of $E$. The capacity of $E$ is defined as

$$\text{cap}(E) := \exp(-\text{I}[\nu_E]).$$

In this context, the essential criterion for (2.11) to be "good points" of interpolation is that the discrete measures

$$\nu_n := \frac{1}{n+1} \sum_{k=0}^{n} \delta(\beta_k^{(n)}),$$

where $\delta(\beta_k^{(n)})$ denotes the unit measure supported at $\beta_k^{(n)}$, converge to the equilibrium measure $\nu_E$ (in the weak-star topology). Such convergence implies
that for \( z \in \mathbb{C} \setminus \mathbb{E} \),

\[
(2.16) \quad \int_{\mathbb{E}} \log|z - t|^{-1}u_n(t) \, dt \rightarrow u_\mathbb{E}(z) \quad \text{as} \quad n \to \infty,
\]

which is equivalent to property (2.10). In this light, the fact that the Fekete points are good interpolation points seems reasonable since they are defined by minimizing the energy \( \log(V_n^{-1}) \) for \( n + 1 \) distinct point charges.

The above discussion applies to more general sets \( \mathbb{E} \) and these aspects of potential theory can be found in Hille [27, §16.4], Tsuji [57], and Landef [28]. We mention one further characterization of good interpolation points (cf. [62, §7.4]).

**Theorem 2.5.** The points \( \omega_k^{(n)} \) of \( \mathbb{E} \) satisfy (2.10) if and only if

\[
\lim_{n \to \infty} \|w_n\|_{\mathbb{E}}^{1/n} = \text{cap}({\mathbb{E}}).
\]

3. **POLYNOMIALS OF BEST UNIFORM APPROXIMATION.**

Let \( \mathbb{E} \) be a compact set in the \( z \)-plane and \( f \) a function continuous on \( \mathbb{E} \). Since \( \Pi_n \) is finite dimensional, there exists a polynomial \( p_n^* \in \Pi_n \) of best uniform approximation to \( f \) on \( \mathbb{E} \) in the sense that

\[
(3.1) \quad \|f - p_n^*\|_{\mathbb{E}} = \inf\{\|f - q\|_{\mathbb{E}} : q \in \Pi_n\},
\]

where \( \| \|_{\mathbb{E}} \) is the sup norm over \( \mathbb{E} \). Moreover, if \( \mathbb{E} \) contains at least \( n + 1 \) points, then \( \Pi_n \) is a Chebyshev subspace and hence \( p_n^* \) is unique (see §2 of DeVore's notes). A fundamental characterization of best approximation in the complex variable setting is the **Kolmogoroff criterion:**

**Theorem 3.1.** A polynomial \( p \in \Pi_n \) is a best uniform approximation to \( f \) on \( \mathbb{E} \) if and only if

\[
(3.2) \quad \min_{z \in \mathbb{M}} \text{Re}\{\text{Im}(f(z) - p(z)) q(z)\} \leq 0
\]

holds for every \( q \in \Pi_n \), where \( \mathbb{M} \) is the set of extremal points for \( f(z) - p(z) \); that is,

\[
(3.3) \quad \mathbb{M} := \{z \in \mathbb{E} : \|f(z) - p(z)\| = \|f - p\|_{\mathbb{E}}\}.
\]

A proof of Theorem 3.1 is given in Meinardus [34, p.15].

For real functions, condition (3.2) asserts that there is no polynomial in \( \Pi_n \) that has the same sign as the error \( f - p_n^* \) on its extremal point.
set. This is the essential fact that is used to prove the Chebyshev Equioctillation theorem. For complex functions, an analogue of the alternating-sign patterns was developed by Rivlin and Shapiro (cf. [48, §2.6]) and is called the extremal signature.

Let's turn to the geometric aspects of best approximation. We let \( A(E) \) denote the collection of functions \( f \) that are analytic in the interior of \( E \) and continuous on \( E \). If \( f \in A(E) \) and \( E \) is bounded by a Jordan curve \( \Gamma \), then best polynomial approximation to \( f \) on \( E \) reduces to best approximation on \( \Gamma \); that is, by the maximum principle,

\[
\|f - p\|_{\Gamma} = \|f - p\|_E, \quad \text{all } p \in \Pi_n.
\]

The image of \( \Gamma \) under \( f - p \) is a curve in the \( w \)-plane which we denote by \( (f - p)(w) \) and call an error curve. In this context, the problem of best uniform approximation to \( f \) is equivalent to finding an error curve that is contained in a disk of minimal radius about \( w = 0 \).

It had been observed by some authors and crystallized by Trefethen [53] that the minimal error curve \( (f - p^*)(\Gamma) \) often has a near circularity property in the sense that it winds around the origin \( n + 1 \) times and is close to being a perfect circle. Before proceeding with a discussion of this phenomenon we give a consequence of perfect circularity.

**Lemma 3.2.** Suppose \( E \) is bounded by a Jordan curve \( \Gamma \), \( f \in A(E) \), and \( p \in \Pi_n \). If the error curve \( (f - p)(\Gamma) \) is a perfect circle with center at the origin and winding number \( \geq n + 1 \), then \( p \) is the polynomial of best uniform approximation to \( f \) on \( E \) out of \( \Pi_n \).

**Proof.** If, to the contrary, there exists \( q \in \Pi_n \) such that \( \|f - q\|_E < \|f - p\|_E \), then

\[
|(f - p)(z) - (q - p)(z)| = |(f - q)(z)| < \|f - p\|_E = |(f - p)(z)|
\]

for all \( z \) on \( \Gamma \). By Rouché's theorem, this means that \( q - p \) and \( f - p \) have the same number of zeros interior to \( \Gamma \). But since this number is at least \( n + 1 \) and \( q - p \in \Pi_n \), we arrive at a contradiction. \( \square \)

As a simple application of Lemma 3.2, consider the problem of finding the polynomial in \( \Pi_n \) that is of best uniform approximation to \( f(z) = z^{n+1} \) on \( \Delta : |z| \leq 1 \). Since \( f \) itself has the perfect circularity property, then \( p^*_n = 0 \). In other words, the Chebyshev polynomials for the disk \( \Delta \) are just the powers of \( z \).

Using finite Blaschke products we can produce other examples of per-
fectly circular error curves, but only for certain rational functions \( f \). (The reader is invited to determine the polynomials of best approximation on \( \Delta \) to \( f(z) = 1/(z - \alpha) \), \(|\alpha| > 1\).)

While near circularity is a property that can be made precise in an asymptotic sense (cf. Trefethen [53]), its practical importance is in the construction of very accurate polynomial approximations. The starting point for this algorithm is an elegant theorem due to Carathéodory and Fejér (cf. [22, p. 497]).

**Theorem 3.3.** Given a polynomial \( p(z) = \sum_{k=0}^{v} c_k z^k \), there exists a unique power series extension \( B(z) = p(z) + \sum_{k=v+1}^{\infty} c_k z^k \) analytic in the unit disk \( \Delta \) that minimizes \( \|B\|_\Delta \) among all such extensions. Moreover, \( B(z) \) is a finite Blaschke product with at most \( v \) zeros in the disk.

The solution \( B(z) \) to the minimal extension problem of Theorem 3.3 can be computed quite easily. We know that it has the form

\[
B(z) = \frac{b_{v} + \cdots + b_{1} z^{v}}{b_{0} + \cdots + b_{v} z^{v}}, \quad \lambda > 0,
\]

and that it extends \( p(z) \) in the sense that \( B^{(k)}(0)/k! = c_k \) for \( k = 0, \ldots, v \). When the \( c_k \)'s are real, this system reduces to an eigenvalue problem for a \((v + 1) \times (v + 1)\) Hankel matrix formed from the \( c_k \)'s. It turns out that the constant \( \lambda \) (which equals \( \|B\|_\lambda \)) in (3.4) is the largest of the absolute values of the eigenvalues of this matrix and that the coefficients \( b_k \) are determined by a corresponding eigenvector. For complex coefficients \( c_k \), the procedure is modified by working instead with the largest singular value of the same Hankel matrix.

How does the CF extremal problem of Theorem 3.3 relate to the problem of best polynomial approximation on \( \Delta \)? Finding the minimal error \( f - p_n^* \) for \( f(z) = \sum_{k=0}^{\infty} a_k z^k \) is equivalent to minimizing

\[
\| \sum_{k=0}^{n} c_k z^k + \sum_{k=n+1}^{\infty} a_k z^k \|_{C}, \quad C : |z| = 1,
\]

over all \((n + 1)\)-tuples \((c_0, \ldots, c_n)\), which is the converse of the CF problem. Nonetheless, we can utilize Theorem 3.3 by performing a truncation and an inversion \( z \rightarrow 1/z \). Following Trefethen [53], we truncate the given series for \( f \) at \( k = N \) so that \( \sum_{N+1}^{\infty} a_k z^k \) is negligible; that is, we work with \( \sum_{n+1}^{N} a_k z^k =: z^{n+1} q(z) \) instead of \( \sum_{n+1}^{\infty} a_k z^k \) in (3.5).
Next we solve the CF problem for the inverse polynomial

\[(3.6)\quad p(z) := z^{N-n-1}q(1/z) \in \Pi_{N-n-1,}\]

to obtain the minimal extension Blaschke product

\[B(z) = p(z) + \sum_{k=N-n}^{n} c_k z^k.\]

Since

\[(3.7)\quad \|B\|_C = \|z^{N}B(1/z)\|_C = \|z^{n+1}q(z) + \sum_{k=0}^{n} c_{N-k}^{-1} z^k + \sum_{k=N+1}^{n} c_k z^{N-k}\|_C,\]

then discarding the terms involving negative powers of $z$ (which have small coefficients), we see that the choice

\[c_k = c_{N-k}^{-1}, \quad k = 0, 1, \ldots, n,\]

in (3.5) gives an error curve with a near circularity property.

The polynomial approximants obtained via this CF method are often much better in the sup norm sense than the Taylor sections. Moreover the technique can be extended to find near best rational approximants (cf. [54], [56]). The theoretical underpinnings of the CF method are contained in a paper of Adamjan, Arov, and Krein [1] who generalized the results of Carathéodory, Fejér, Schur, and Takagi.

Let's now turn to the question of convergence of approximating polynomials. We naturally ask, what is the extension of the Weierstrass theorem to the complex setting? Runge's theorem (Theorem 2.1) is not a true generalization because it assumes far more than continuity - it requires $f$ to be analytic in an open set containing $E$. Only in 1951 did the Russian mathematician Mergelyan confirm the suspicions of many who had worked on the problem by proving that the assumption on $f$ in Runge's theorem could be weakened.

**Theorem 3.4 (Mergelyan [35]).** Let $E$ be a compact set that does not separate the plane. If $f \in A(E)$ (that is, $f$ is analytic in the interior of $E$ and continuous on $E$), then there exists a sequence of polynomials that converges uniformly to $f$ on $E$.

The proof of Mergelyan's theorem (cf. [17], [41]) is a tour de force that utilizes the Tietze Extension theorem as well as Koebe's 1/4-theorem. Observe that the Weierstrass theorem is a special case of Theorem 3.4 because an interval has an empty interior and so $A(E)$ reduces to the collection of functions continuous on $E$.

As an application of Theorem 3.4 we mention the following
generalization of the Cauchy integral formula: If $\Gamma$ is a rectifiable Jordan curve and $f$ is analytic in the interior $B$ of $\Gamma$ and continuous on $G \cup \Gamma$, then

$$f(z) = \frac{1}{2\pi i} \int_{\Gamma} \frac{f(t)}{t - z} \, dt, \quad z \in G.$$  

(3.8)

To prove (3.8) we take a sequence of polynomials $p_n$ that converges uniformly to $f$ on $G \cup \Gamma$ (the special case of Mergelyan's theorem used here was proved in 1926 by Walsh [61]). Since the Cauchy integral representation holds for polynomials, we have for $z \in G$

$$f(z) = \lim_{n \to \infty} p_n(z) = \lim_{n \to \infty} \frac{1}{2\pi i} \int_{\Gamma} \frac{p_n(t)}{t - z} \, dt = \frac{1}{2\pi i} \int_{\Gamma} \frac{f(t)}{t - z} \, dt,$$

as claimed in (3.8).

Results on the rate of polynomial convergence require special assumptions on the smoothness of the boundary $E$ as well as on the modulus of continuity of $f$. For some extensions of the Jackson type theorems, see Sewell [47].

As the reader might suspect from the results of §2, geometric rates of convergence characterize the functions that are analytic on $E$. Before making this precise we present a useful lemma dealing with the growth of polynomials.

**Lemma 3.5** (Bernstein-Walsh [62, §4.6]). Suppose that $E$ is a compact set (not a single point), whose complement $C^* \setminus E$ is simply connected. If $p \in \Pi_n$ satisfies $|p(z)| \leq M$ for $z \in E$, then

$$|p(z)| \leq M r^n, \quad z \in \Gamma_r \quad (r > 1),$$

(3.9)

where $\Gamma_r$ is the level curve defined in (2.4).

**Proof.** We apply the maximum principle to $g(z) := p(z)/\phi(z)^n$, where $\phi(z)$ is the mapping function of (2.1). Observe that since $p \in \Pi_n$ and $\phi$ has a simple pole at $\infty$, then $g(z)$ is analytic exterior to $E$, even at $\infty$. As $z$ approaches the boundary of $E$ from the outside, $|g(z)| \leq M$; hence $|g(z)| \leq M$ for all $z$ outside $E$. For $z \in \Gamma_r$, the last inequality gives (3.9).

We can now prove

**Theorem 3.6** (Walsh [62, §4.7]). Let $E$ be as in Lemma 3.5, $f$ a function continuous on $E$, and set

$$E_n(f) := \|f - p_n\|_E,$$

(3.10)
where \( p_n^* \) is the polynomial in \( \Pi_n \) of best uniform approximation to \( f \) on \( E \).

Then \( f \) is analytic on \( E \) if and only if

\[
\lim_{n \to \infty} \sup_{E_n(f)^{1/n} < 1}.
\]

Proof. In one direction the proof is trivial. Namely, if \( f \) is analytic on \( E \), then Theorem 2.2 asserts that the Faber sections and, a fortiori, the polynomials of best approximation converge geometrically.

On the other hand, if (3.11) holds, then

\[
\lim_{n \to \infty} \sup_{\|p_{n+1}^* - p_n^*\|_{E}^{1/n} < 1}.
\]

Appealing to Lemma 3.5, we deduce that, for some \( r > 1 \),

\[
\lim_{n \to \infty} \sup_{\|p_{n+1}^* - p_n^*\|_{E}^{1/n} < 1}.
\]

But this means that the sequence \( \{p_{n+1}^*\}^\infty_{n=0} \) converges in the interior of \( \Gamma_r \), necessarily to an analytic extension of \( f \).

As with several of the theorems presented, Theorem 3.6 is not stated in its full generality - the assumption on \( E \) can be considerably weakened.

4. PADÉ APPROXIMANTS.

Polynomials have the advantage of being easy to evaluate. But the same is true of rational functions. Moreover, rational functions have poles which can imitate the singularities of a function to be approximated. In this section we introduce a class of interpolating rational functions called Padé approximants. These rational functions provide a natural extension of the Taylor sections. (Standard references are [39], [41], [5,6]; for a historical treatment, see Brezinski [11].)

Given a formal power series

\[
f(z) = \sum_{k=0}^\infty a_k z^k,
\]

we wish to construct a rational function of a certain type whose Taylor coefficients match those of \( f \) as far as possible. To be precise, let

\[
\Pi_{m,n} := \{R(z) = P(z)/Q(z) : P \in \Pi_m, Q \in \Pi_n, Q \neq 0\}.
\]

Then the matching condition can be stated as follows: For a fixed pair \( (m,n) \), find an \( R \in \Pi_{m,n} \) such that

\[
(f - R)(z) = O(z^\ell),
\]
where \( \ell \) is as large as possible. (Here and below, \( O(z^\ell) \) denotes a power series with lowest order term \( z^\ell \).) What is a realistic value for \( \ell \)? Since there are \( m+1 \) free parameters in the choice for the numerator \( P \), and \( n+1 \) in the choice for the denominator \( Q \), there are \( m+n+1 \) parameters available in the ratio \( P/Q \) (one parameter is lost in the division process). Thus we expect to have \( \ell \geq m+n+1 \) or, equivalently, to match the first \( m+n+1 \) terms of (4.1). Unfortunately this is not always possible (try \( m=0, n=1 \), and \( f(z) = z \)). To circumvent this difficulty we work, instead, with the following linearized version of (4.3).

Given \( (m,n) \), select \( P_{mn} \in \mathbb{P}_m \) and \( Q_{mn}(\neq 0) \in \mathbb{P}_n \) so that

\[
(4.4) \quad (Q_{mn} f - P_{mn})(z) = O(z^{m+n+1}).
\]

If \( f \) is \( (m+n) \)-times differentiable at \( z=0 \), then (4.4) is equivalent to

\[
(4.5) \quad (Q_{mn} f - P_{mn})^{(k)}(0) = 0, \quad k=0,1,\ldots,m+n.
\]

Notice that (4.4) represents a homogeneous system of \( m+n+1 \) equations in \( m+n+2 \) unknowns (the coefficients of \( P_{mn} \) and \( Q_{mn} \)). Hence this system has a nontrivial solution, necessarily with \( Q_{mn} \neq 0 \). With this observation we give

**Definition 4.1.** The *Padé approximant* (PA) of type \( (m,n) \) to \( f \) is the rational

\[
(4.6) \quad [m/n](z) := P_{mn}(z)/Q_{mn}(z),
\]

where \( P_{mn} \in \mathbb{P}_m \) and \( Q_{mn}(\neq 0) \in \mathbb{P}_n \) satisfy (4.4).

Notice that for \( n=0 \), the PA reduces to a Taylor section of (4.1):

\[
(4.7) \quad [m/0](z) = \sum_{k=0}^{m} a_k z^k.
\]

Tacit in Definition 4.1 is the fact that a PA is unique. To prove this, suppose that

\[
(4.8) \quad (Q_1 f - P_1)(z) = O(z^{m+n+1}) \quad \text{and} \quad (Q_2 f - P_2)(z) = O(z^{m+n+1}),
\]

where \( P_1, P_2 \in \mathbb{P}_m \) and \( Q_1, Q_2 \in \mathbb{P}_n \). On multiplying the first equation in (4.7) by \( Q_2 \) and the second by \( Q_1 \), we deduce on subtracting that

\[
(4.9) \quad Q_1 P_2 - Q_2 P_1 = O(z^{m+n+1}).
\]

But the left-hand side of (4.8) is a polynomial of degree \( \leq m+n \). Hence \( Q_1 P_2 - Q_2 P_1 \equiv 0 \) or \( P_1/Q_1 \equiv P_2/Q_2 \).
The Padé numerators and denominators are rich in algebraic properties such as the 3-term recurrence relations found by Frobenius (see [4,24,39] for a detailed discussion of these properties). Here we pause only to mention a representation for $Q_{mn}$ that illustrates the important role played by the Toeplitz determinants

$$D(m/n) := \begin{vmatrix} a_m & a_{m+1} & \cdots & a_{m+n-1} \\ a_{m-1} & a_m & \cdots & a_{m+n-2} \\ \vdots & \vdots & \ddots & \vdots \\ a_{m-n+1} & a_{m-n+2} & \cdots & a_m \end{vmatrix}$$

(4.9) \quad \text{formed from the coefficients of } f.

**Theorem 4.2. (Jacobi).** If $D(m/n) \neq 0$, then

$$f(z) - [m/n](z) = O(z^{m+n+1})$$

(4.10) \quad \text{and the Padé denominator } Q_{mn} \text{ normalized by } Q_{mn}(0) = 1 \text{ is}

$$Q_{mn}(z) = \frac{1}{D(m/n)} \begin{vmatrix} a_m & a_{m+1} & \cdots & a_{m+n} \\ a_{m-1} & a_m & \cdots & a_{m+n-1} \\ \vdots & \vdots & \ddots & \vdots \\ a_{m-n+1} & a_{m-n+2} & \cdots & a_{m+1} \end{vmatrix}$$

(4.11) \quad \text{A fast numerical method (based on the Euclidean algorithm) for solving Toeplitz systems and computing PAs is described in [10].}

The PAs for (4.1) are typically displayed in a doubly infinite array known as the Padé table:

\[
\begin{array}{ccccccc}
[0/0] & [1/0] & [2/0] & \cdots \\
[0/1] & [1/1] & [2/1] & \cdots \\
[0/2] & [1/2] & [2/2] & \cdots \\
\vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots \\
\end{array}
\]
Here the first row lists Taylor sections; the 2nd row consists of PAs with at most one pole; the 3rd row consists of PAs with at most two poles; etc. The structure of this table was the subject of the 1892 thesis of E. Padé. He showed that the table breaks up into square blocks of identical entries, with the common entry not appearing elsewhere in the table. When all blocks are of size one, i.e., no entry is repeated, the table is said to be normal. Normal tables arise when all Toeplitz determinants \( D(m/n) \) are nonzero. It is possible for a Padé table to contain an infinite block of identical entries, but (as shown by Kronecker) such a table arises only for the power series of a rational function.

Of special interest in the Padé table are the diagonal entries, for these represent continued fraction expansions. Indeed, if

\[
(4.12) \quad f(z) = \sum_{k=0}^{\infty} a_k z^k = d_0 + \frac{d_1 z}{1 + d_2 z} + \ldots,
\]

then an inductive argument shows that the successive truncations \( d_0, d_0 + d_1 z, d_0 + d_1 z/(1 + d_2 z), \ldots \) are rational functions that have maximal contact with \( f \) at the origin. In other words, these truncations give the PAs

\[
[0/0], [1/0], [1/1], \ldots, [n/n], [(n+1)/n], \ldots,
\]

which form a staircase of entries in the Padé table (the main diagonal and first superdiagonal). For many of the classical special functions (such as \( e^z \)), the \([n/n]\) approximant in continued fraction form provides an accurate, computationally stable approximation that is considerably better than using the \(2n\)-th degree Taylor section. Of course, continued fraction expansions of real numbers have played an important role in number theory and, in this respect, PAs provide their function theoretic analogues. (For further discussion of the continued fraction aspects of PAs, see [39], [59]).

The PAs for a function \( f \) have poles that can be used to predict the positions of the poles as well as other singularities of \( f \). For example, the \text{qd-algorithm} (cf.[26, s7.6]) for computing the zeros of a given polynomial \( p \) is based on the fact that the poles in certain rows of the Padé table for \( f = 1/p \) tend to poles of \( f \) (zeros of \( p \)). The basic row convergence theorem involved is the following.

**Theorem 4.3.** (de Montessus de Ballore [4, p.139]). Let \( f \) be analytic in the disk \( D: |z| < R \) \((0 < R \leq \infty)\) except for poles of total multiplicity \( v \), none of which occurs at \( z = 0 \). Then, as \( m \to \infty \), the sequence of Padé approximants \( [m/v](z) \) converges to \( f(z) \) uniformly on every compact subset of
Furthermore, as \( m \to \infty \), the poles of \([m/\nu](z)\) tend, respectively, to the \( \nu \) poles of \( f \) in \( D \).

For example, suppose that \( f \) is a meromorphic function in the plane whose poles are simple and occur at the points \( \xi_k \), where

\[
0 < |\xi_1| < |\xi_2| < \cdots.
\]

Then Theorem 4.3 asserts that the poles of \([m/1](z)\) tend to \( \xi_1 \); the two poles of \([m/2](z)\) tend to \( \xi_1, \xi_2 \); etc.

The proof of Theorem 4.3 is based on the following simple observation (cf. [46]). Since

\[
(Q_{m\nu} f - P_{m\nu})(z) = O(z^{m+\nu+1}),
\]

then for any \( Q \in \Pi_{\nu} \), the product \( Q P_{m\nu} \in \Pi_{m+\nu} \) satisfies

\[
(Q_{m\nu} f - Q P_{m\nu})(z) = O(z^{m+\nu+1}),
\]

and so \( Q P_{m\nu} \) is the \((m+\nu)\)-th Taylor section of \( Q_{m\nu} f \). Consequently, we can use the Hermite formula (1.15) to write

\[
(Q_{m\nu} f - Q P_{m\nu})(z) = \frac{1}{2\pi i} \int_{|t| = r} \frac{z^{m+\nu+1}}{t^{m+\nu+1}} \frac{(Q_{m\nu} f)(t)}{t - z} \, dt, \quad |z| < r,
\]

provided \( Q_{m\nu} f \) is analytic on \( |t| \leq r \). If \( Q \) is chosen to be the monic polynomial whose zeros are the poles of \( f \), then \( r \) can be taken arbitrarily close to \( R \). On suitably normalizing the Padé denominators \( Q_{m\nu} \) we find that the right-hand side of (4.13) tends to zero in \( D \). In particular, at a zero \( \xi \) of \( Q \), we have \((Q_{m\nu} f)(\xi) = 0\) and so \( Q_{m\nu}(\xi) = 0\) because \((Q f)(\xi) \neq 0\).

This means that every limit polynomial of the \( Q_{m\nu} \)'s has zeros at the poles of \( f \) (the zeros of \( Q \)), which establishes the last assertion of Theorem 4.3. (This same argument can be applied to rational functions that interpolate in the "good points" discussed in §2; see [43].)

In proving convergence theorems for PAs, the essential question is: Where (asymptotically) are the poles of the PAs? In Theorem 4.3, the \( \nu \) poles of \( f \) serve as "attractors" for all the available poles of the \([m/\nu]\) approximants. However, if \( f \) has fewer than \( \nu \) poles, then only a subset of the poles of \([m/\nu](z)\) "know where to go," and the remaining poles may wander aimlessly, destroying convergence. The following simple example illustrates this point.

Consider a sequence of nonzero coefficients \( a_m \) for which there is a large discrepancy between the root test and the ratio test:
\[(4.14) \quad \lim_{m \to \infty} |a_m|^{1/m} = 0 \quad \text{and} \quad \limsup_{m \to \infty} |a_{m+1}/a_m| = \infty. \]

As shown by Perron [39, §78], it is possible to construct such \(a_m\)'s so that the sequence \(\{a_m/a_{m+1}\}_0^\infty\) has limit points that are dense in the plane. But, from (4.11), we see that \(a_m/a_{m+1}\) is the zero of the Padé denominator \(Q_{m1}(z)\) for \(f(z) = \sum_{k=0}^\infty a_k z^k\) (which is an entire function). Hence the 2nd row of the Padé table for this \(f\) has poles everywhere dense in the plane.

Even more startling is the following result due to Wallin [60] concerning the diagonal of the Padé table.

**Theorem 4.4.** There exists an entire function \(f\) such that the sequence of diagonal PAs \(\{(n/n)(z)\}_0^\infty\) for \(f\) is unbounded at every point in the plane except \(z = 0\).

In light of these anomalies, results on the convergence of PAs usually pursue one of three directions:

(i) Proving uniform convergence for special classes of functions;
(ii) Replacing uniform convergence by a weaker condition, such as convergence in measure or in capacity;
(iii) Extracting subsequences of PAs that do have the desired uniform convergence properties.

An early step in the first direction was taken by Padé, who studied the table for the exponential function. He showed that whenever \(m+n=\infty\), the approximants \([m/n](z)\) for \(e^z\) converge to \(e^z\) uniformly on compact subsets of the plane. Precise asymptotic results for the location of the zeros and poles of these PAs were obtained by Saff and Varga [45]. The approximants for the exponential have several important applications. For example, proving the stability of certain numerical schemes for solving differential equations boils down to showing that certain of these approximants are bounded by 1 in the left-half plane.

A substantial extension of Padé's results for the exponential function was obtained by Arms and Edrei [3]. They proved convergence of the approximants for the class of functions generated by totally positive sequences (also called Pólya frequency series).

The PAs for the class of Stieltjes functions have particularly elegant properties. Here we discuss Stieltjes functions that can be written in the form

\[(4.15) \quad f(z) = \int_0^b \frac{\mu(t)}{1 + zt} \, dt,\]

where \(\mu\) is a finite positive measure on \([0,b]\), with \(0 < b < \infty\). Such a function is analytic in the cut plane \(\mathbb{C} \setminus (-\infty, -1/b]\) and has the power series
expansion \( f(z) = \sum_{k=0}^{\infty} (-1)^k c_k z^k \), where the \( c_k \)'s are the moments

\[
(4.16) \quad c_k := \int_0^b t^k d_\mu(t), \quad k=0,1,\ldots .
\]

As we now show, the Padé denominators \( Q_{n-1,n} \) for \( f \) are related to the polynomials that are orthogonal with respect to \( d_\mu \). Starting with the defining property

\[
(Q_{n-1,n} f - p_{n-1,n})(z) = O(z^{2n}),
\]

we replace \( z \) by \(-1/z\) and multiply by \( z^n \) to obtain

\[
(4.17) \quad q_n(z) \int_0^b \frac{zd_\mu(t)}{z-t} - zp_{n-1}(z) = O(1/z^n),
\]

where \( q_n(z) := z^n q_{n-1,n}(-1/z) \in \Pi_n \) and \( p_n(z) := z^{n-1}p_{n-1,n}(-1/z) \in \Pi_n \). Then for \( j=0,1,\ldots \), we have

\[
(4.18) \quad q_n(z) \int_0^b \frac{z^j}{z-t} d_\mu(t) - z^j p_{n-1}(z) = O(z^{j+n+1}).
\]

Next, we integrate with respect to \( z \) around a simple closed contour containing \([0,b]\) in its interior. Using the Cauchy formula, we find that

\[
\int_0^b q_n(t)t^j d_\mu(t) = 0, \quad \text{for} \quad j=0,1,\ldots, n-1;
\]

that is,

\[
(4.19) \quad q_n(z) = z^n q_{n-1,n}(-1/z)
\]

is the \( n \)-th degree orthogonal polynomial for \( d_\mu \). One consequence of this relation is that the zeros of \( q_{n-1,n}(z) \) must be simple and lie on the cut \((-\infty, -1/b)\). On writing the approximant \([(n-1)/n]\) in the form

\[
(4.20) \quad [(n-1)/n](z) = \frac{p_{n-1,n}(z)}{q_{n-1,n}(z)} = \sum_{j=1}^{n} \frac{A_{nj}}{1 + zt_{nj}},
\]

where the \( t_{nj} \)'s are zeros of \( q_n(t) \), we deduce in a similar manner from (4.17) that

\[
(4.21) \quad \int_0^b p(t) d_\mu(t) = \sum_{j=1}^{n} A_{nj} p(t_{nj})
\]

for any polynomial \( p \in \Pi_{2n-1} \). Hence, the constants \( A_{nj} \) are the Christoffel
numbers for Gaussian quadrature (cf. [52]). Since Christoffel numbers are positive, we see from (4.20) that the approximant \([(n-1)/n](z)\) is itself a Stieltjes function of the form (4.15) corresponding to a discrete measure \(d\omega_n\).

In particular, the zeros and poles of this approximant are interlaced along the cut \((-\infty, -1/b)\). With all these facts in hand, a simple normal families argument can be used to prove that 
\[ [(n-1)/n](z) \rightarrow f(z) \text{ in } \mathbb{C} \setminus (-\infty, -1/b). \]

This is a classical result due to Markoff [33], which has been further extended by Stahl [50].

The example of Stieltjes functions shows that the Padé theory provides a natural setting for generalizing the classical theory of orthogonal polynomials. In this regard, convergence results for PAs to functions of the form (4.15) with \(\mu\) a complex measure, were obtained by Magnus [32], Nuttall and Wherry [38], and Stahl [51].

Many commonly occurring functions have "smooth" Taylor coefficients in the sense that \(a_{k-1} a_{k+1}/a_k^2\) has a limit as \(k \rightarrow \infty\). Convergence properties of the PAs for such functions were investigated by Lubinsky [29], [30].

Space limitations preclude a discussion of results concerning the convergence of subsequences of the rows, columns, or diagonals of the Padé table. We also leave it for the reader to delve into results (such as the Nuttall-Pommerenke theorem [5, $\S 6.5$]) that deal with the convergence in capacity of near diagonal PAs.

We do wish to emphasize that various generalizations of PAs exist that are quite useful; e.g. multipoint Padé approximants (rational functions found by interpolation in distinct points), Faber-Padé approximants (rational functions whose Faber series matches the Faber expansion of \(f\) as far as possible), multivariate Padé approximants; etc. (A dictionary [31] of these generalizations is available, upon request, from this author.)

5. RATIONAL VERSUS POLYNOMIAL APPROXIMATION (WHAT A DIFFERENCE A DIVISION MAKES!)

We now discuss some essential differences between polynomial and rational approximation in the complex variable setting. Some of the contrasts are rooted in function theoretic properties, while others are more typical of linear vs. nonlinear approximation theory (cf. the forthcoming book of Braess [9]).

Possibility of Convergence. For rational approximation, Runge's classical theorem asserts that if \(f\) is analytic on a compact set \(E\), then \(f\) is the uniform limit on \(E\) of a sequence of rational functions. Unlike its polynomial version (Theorem 2.1), the hypothesis that \(\mathbb{C} \setminus E\) be connected is not needed; it is compensated for by choosing rational approximants that have poles in the components of \(\mathbb{C} \setminus E\). For example, a function analytic on the annulus
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$E : r_1 \leq |z| \leq r_2$ is the uniform limit of rational functions that have poles at $z = 0$ and $z = \infty$ (think of its Laurent series!).

To describe the more delicate problem of approximating functions in $A(E)$, we let $\overline{\sigma}(E)$ denote the uniform limits on $E$ of polynomials, and $\mathcal{R}(E)$ denote the uniform limits on $E$ of rational functions whose poles lie outside $E$. Then the theorem of Mergelyan (Theorem 3.4) states that $A(E) = \overline{\sigma}(E)$ if and only if $C \setminus E$ is connected. In contrast, the compact sets $E$ for which $A(E) = \mathcal{R}(E)$ cannot be characterized topologically; that is, this property is not invariant under a homeomorphism of the plane (cf. [20]). The most popular (and most tasteful) example of a compact set $E$ for which $A(E) \neq \mathcal{R}(E)$ is the Swiss cheese of A. Roth (cf. [17]), which she manufactured by removing a countable number of disjoint open disks from the closed unit disk. For further discussion of the possibility of rational approximation see Gamelin [18].

Existence of Best Approximants. For an arbitrary compact set $E$, the existence of best polynomial approximants from $\Pi_m$ is a simple compactness argument. However, for best rational approximants from $\Pi_{m,n}$ ($n > 0$), this argument must be modified to handle the possibility of poles tending to the boundary of $E$. Using normal families, Walsh [62, §12.2] proved that best rational approximants exist provided $E$ contains no isolated points.

Uniqueness of Best Approximants. If $f \in C[a,b]$ is real-valued, then Chebyshev showed that the best uniform approximation to $f$ on $[a,b]$ out of

\begin{equation}
\Pi_{m,n}^R := \{ R \in \Pi_{m,n} : R \text{ has real coefficients} \}
\end{equation}

is unique (cf. [34, §9.2]). Surprisingly, this is no longer true if approximation to a real-valued $f$ is done from $\Pi_{m,n}$; that is, if we allow rational approximants with complex coefficients. Indeed, as was shown by Saff and Varga [44], the function $f(x) = x^2$ has no unique best uniform approximation on $[-1,1]$ out of $\Pi_{1,1}$ (any such best rational $r_{11}$ has complex coefficients, so that $r_{11}(\alpha r_{11})$ is also best). Further examples of this type, as well as non-uniqueness results for approximation on a disk can be found in [25], [42].

Given $f \in A(E)$ we can nonetheless construct a table of best uniform rational approximants to $f$ on $E$ by making a specific choice for each pair $(m,n)$. This analogue of the Padé table is called the Walsh array.

The convergence theory for this array closely parallels the theory for the Padé table (e.g. Walsh [64] proved an analogue of Theorem 4.3). Moreover, the Padé table can be viewed as a limiting version of Walsh arrays where best approximation is done on disks $E_\epsilon : |z| < \epsilon$ with $\epsilon \to 0$ (cf. [55], [63]).

Degree of Convergence of Best Approximants. For $f \in A(E)$, we set
\[ E_n(f) := \inf \{ \| f - p \|_E : p \in \Pi_n \}, \quad e_n(f) := \inf \{ \| f - R \|_E : R \in \Pi_{n,n} \}. \]

Clearly, \( e_n(f) \leq E_n(f) \) for all \( n \), and so the essential question is: Can \( e_n(f) \) tend to zero substantially faster than \( E_n(f) \)? (Let's rule out the trivial situation where \( f \) itself is rational.) The now famous example of Newman [36] answered this affirmatively for \( f(x) = |x| \) on \( E : [-1,1] \), where \( E_n(f) \approx 1/n \), while \( e_n(f) \approx e^{-\pi/n} \) (cf. [12], [58]). Another example of the contrast is readily accessible to the reader. Using a simple calculus argument, one shows that for the partial sums \( s_n(x) := \sum_{k=0}^{n} x^k/k! \) of \( e^x \), there holds for the sup norm on \([0,\infty)\),

\[ \limsup_{n \to \infty} \| e^x - 1/s_n(x) \|^{1/n}_{[0,\infty)} \leq 1/2. \]

Replacing \( x \) by \((1+x)/(1-x)\) we see that for \( f(x) := \exp[-(1+x)/(1-x)] \) and \( E : [-1,1] \),

\[ \limsup_{n \to \infty} e_n(f)^{1/n} \leq 1/2. \]

On the other hand, Theorem 3.6 asserts that

\[ \limsup_{n \to \infty} E_n(f)^{1/n} = 1 \]

because \( f \) is not analytic at \( x = 1 \).

At present, there is no simple characterization of the functions \( f \) for which \( e_n(f) \ll E_n(f) \). However, some special classes of functions have been investigated in this direction. For example, Gončar [23] has obtained the precise geometric rate of convergence for rational approximation on an interval to Stieltjes functions of the form (4.15). Several important results for classes of real functions were obtained by Popov [40], Freud [16], and others. See also the survey articles of Ganelius [19] and Newman [37] on the subject.

Analytic Continuation. A simple but important observation concerning the class \( \Pi_{n,n} \) of rational functions is that it is invariant under a bilinear transformation. Thus, unlike polynomials, rational functions can provide analytic continuations of functions to unbounded regions of the plane. The convergence properties of the diagonal Padé approximants to Stieltjes functions illustrates this point. Another example of the contrast is for Newman's example. It can be shown that the sequence of polynomials \( \{ p_n^m \} \) of best uniform approximation to \( f(x) = |x| \) on \([-1,1]\) diverges on every continuum in \( \mathbb{C} \setminus [-1,1] \); moreover (analogous to the Jentzsch theorem of §1), every point of \([-1,1]\) is a limit point of zeros of the \( p_n^m \) (cf. [7]). On the other hand, the best (real) rational approximants
POLYNOMIAL AND RATIONAL APPROXIMATION IN THE COMPLEX DOMAIN

$R_n^*$ to $|x|$ out of $H_n^*$ have all their zeros and poles on the imaginary axis and satisfy (cf. [8])

$$\lim_{n \to \infty} R_n^*(z) = \begin{cases} 
  z & \text{for } \Re z > 0 \\
  -z & \text{for } \Re z < 0.
\end{cases}$$
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