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Abstract

We investigate the energy of arrangements of N points on a rectifiable d-dimensional
manifold A ⊂ Rd′ that interact through the power law (Riesz) potential V = 1/rs,
where s > 0 and r is Euclidean distance in Rd′ . With Es(A,N) denoting the minimal
energy for such N -point configurations, we determine the asymptotic behavior (as
N →∞) of Es(A,N) for each fixed s ≥ d. Moreover, if A has positive d-dimensional
Hausdorff measure, we show that N -point configurations on A that minimize the
s-energy are asymptotically uniformly distributed with respect to d-dimensional
Hausdorff measure on A when s ≥ d. Even for the unit sphere Sd ⊂ Rd+1, these
results are new.
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1 Introduction

Determining N points on the unit sphere Sd in Rd+1 that are in some sense
uniformly distributed over its surface is a classical problem that has applica-
tions to such diverse fields as crystallography, electrostatics, viral morphology,
molecular modeling, and global positioning. Various criteria (appropriate to
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the application) for the generation of such points include best-packing, mini-
mization of energy (e.g., Coulomb potentials), spherical t-designs (cubature),
maximization of volume of convex polyhedra with N vertices on Sd, etc.

A motivation for the present paper is the analysis of the asymptotic behav-
ior (as N → ∞) of optimal (and near optimal) N -point configurations that
minimize the Riesz s-energy

∑
i6=j

1

|xi − xj|s
(1)

over all N -point subsets {x1, . . . , xN} of Sd, where s > 0 is a fixed parameter
and | · | denotes the Euclidean norm in Rd+1. We remark that as s→∞, with
N fixed, the s-energy (1) is increasingly dominated by the term(s) involving
the smallest of pairwise distances and, in this sense, leads to the best-packing
problem on Sd (cf. [3], [4]). We further note that for s = 1 and d = 2, the
minimization of (1) is the classic Thomson problem (see e.g. [1], [2], [12], [17]).

In this paper we investigate the case when s is fixed, s ≥ d, and N → ∞.
Significantly our results apply not only to the sphere, but to a class of rec-
tifiable d-dimensional manifolds embedded in Rd′ . For such manifolds we de-
termine, for s ≥ d, the asymptotic behavior of the minimum Riesz s-energy
as well as the asymptotic distribution of optimal and near optimal N -point
configurations. Indeed we shall prove that the latter is given by d-dimensional
Hausdorff measure on the manifold and that the minimum N -point Riesz s-
energy over the manifold is asymptotically given by CsN

1+s/d when s > d
and by CdN

2 logN when s = d. The essential feature of these results (see
Theorems 2.1, 2.2, and 2.4) is not merely the order of growth of the minimum
energy as N → ∞, but rather the more delicate verification of the existence
of the positive constants Cs for s ≥ d; a fact which is new even for the case of
the sphere Sd when s > d. Somewhat surprising is the fact that we can give
an explicit formula for Cd (i.e., for the case s = d) in terms of its Hausdorff
measure for any compact subset of a d-dimensional C1-manifold in Rd′ (see
Theorem 2.4 and equation (8)).

We remark that for 0 < s < d, standard potential theoretic arguments can
be used for the analysis of the minimum energy points (cf. [9]). However,
for s ≥ d such methods do not apply. Instead we exploit the scaling and
translation properties of the energy function together with self-similarity and
convexity arguments.

For the remainder of this section we introduce some needed notation and, by
way of further background, we mention known related results for the sphere
Sd. We devote the next section to the statement of our main results.

Throughout this paper, ωN = {x1, . . . , xN} denotes a set of N (possibly 0)
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distinct points in Rd′ . For each real s > 0 the s-energy of ωN is given by

Es(ωN) :=
∑

x 6=y∈ωN

1

|x− y|s
=

∑
y∈ωN

∑
x∈ωN
x 6=y

1

|x− y|s
(2)

where, as above, | · | denotes Euclidean distance in Rd′ . For A ⊂ Rd′ we define
the N-point minimal s-energy over A by

Es(A,N) := inf
ωN⊂A

Es(ωN). (3)

By convention, the sum over an empty set of indices is taken to be zero and
the infimum over an empty set is ∞. Hence, Es(A,N) = ∞ if N is greater than
the cardinality of A and Es(ωN) = 0 if N = 0, 1. It is clear that Es(A,N) =
Es(Ā, N), where Ā denotes the closure of A and, furthermore, that Es(A,N) =
0 if A is unbounded. Hence, without loss of generality, we may restrict ourselves
to the case that A is compact.

For the unit sphere Sd ⊂ Rd+1, the asymptotic behavior (as N → ∞) of
Es(S

d, N) is quite different for the three cases (i) 0 < s < d; (ii) s = d; and
(iii) s > d. The reason for this is that in case (i), the energy integral

Is(µ) :=
∫∫

Sd×Sd

1

|x− y|s
dµ(x) dµ(y) (4)

taken over all probability measures µ supported on Sd is minimal for nor-
malized Lebesgue measure Hd(·)|Sd/Hd(S

d) on Sd. However, for s ≥ d, we
have Is(µ) = +∞ for all such measures µ. Roughly speaking, as the parame-
ter s increases, there is a transition from the domination of global effects to
the domination of more local (near-neighbors) influences, and this transition
occurs precisely when s = d.

The following results are known for the above mentioned cases. In case (i),
classical potential theory yields (cf. [9]):

Theorem 1.1 If 0 < s < d,

lim
N→∞

Es(S
d, N)

N2
= Is

(
Hd(·)|Sd

Hd(Sd)

)
, (5)

where Is is defined in (4). Moreover, any sequence of optimal s-energy config-
urations (ω∗N)∞2 ⊂ Sd is asymptotically uniformly distributed in the sense that
for the weak-star topology of measures,

1

N

∑
x∈ω∗N

δx −→
Hd(·)|Sd

Hd(Sd)
as N →∞, (6)

where δx denotes the unit point mass at x.
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For case (ii), we have from the results of Kuijlaars and Saff [8] and Götz and
Saff [6] the following:

Theorem 1.2 Let Bd := B̄(0, 1) denote closed unit ball in Rd. For s = d,

lim
N→∞

Ed(S
d, N)

N2 logN
=
Hd(Bd)

Hd(Sd)
=

1

d

Γ(d+1
2

)
√
πΓ(d

2
)
, (7)

and any sequence (ω∗N) ⊂ Sd of optimal d-energy configurations satisfies (6).

(The reader is cautioned that the definition of energy used here differs by a
factor of 2 from that in [8].)

Until now, results for s > d have been less complete, describing only the order
of growth of Es(S

d, N). The following is proved in [8].

Theorem 1.3 For s > d, there exist positive constants c1 = c1(s, d), c2 =
c2(s, d) such that

c1N
1+s/d ≤ Es(S

d, N) ≤ c2N
1+s/d, N ≥ 2.

Natural questions that therefore arise for the case s > d are:

(a) Does the limit

lim
N→∞

Es(S
d, N)

N1+s/d
exist?

(b) If so, what is the limit?
(c) Are optimal s-energy configurations ω∗N ⊂ Sd asymptotically uniformly

distributed on Sd?

In this paper we show as a corollary to our main results that questions (a)
and (c) have affirmative answers. Question (b) remains open for d ≥ 2. But
more interesting is the fact that we can affirm (a) and (c) for a general class
of d-dimensional rectifiable manifolds embedded in Rd′ (cf. Theorem 2.4).
And for such manifolds, in the case s = d, we give an explicit formula for
limN→∞ Ed(A,N)/N2 logN for every d ∈ N. For further background discus-
sion, see [7,14–16].

2 Main Results

In this section we state our main results. Their proofs are given in the sections
that follow. Let Hd denote d-dimensional Hausdorff measure in Rd′ normalized
so that a d-sided cube with side length 1 has Hd-measure equal to 1. In the
case d′ = d, then Hd reduces to Lebesgue measure on Rd.
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Theorem 2.1 Suppose A ⊂ Rd is compact. Then

lim
N→∞

Ed(A,N)

N2 logN
=
Hd(Bd)

Hd(A)
, (8)

where Bd is the closed unit ball in Rd. Furthermore, for s > d, the limit
limN→∞ Es(A,N)/N1+s/d exists and is given by

lim
N→∞

Es(A,N)

N1+s/d
=

Cs,d

Hd(A)s/d
, (9)

where Cs,d is a finite positive constant independent of A.

Remarks.

(i) From (9) it is clear that, for s > d,

Cs,d = lim
N→∞

Es(U
d, N)

N1+s/d
, (10)

where Ud := [0, 1]d is the unit cube in Rd. We further remark that if
Hd(A) = 0, then the limits in (8) and (9) equal ∞.

(ii) Let B̄(a, ρ) denote the closed ball in Rd centered at a with radius ρ. Then
the limit with A = B̄(a, ρ) in (8) is simply 1/ρd.

Theorem 2.2 Let A ⊂ Rd be compact with Hd(A) > 0, and ωN = {xk,N}N
k=1

be a sequence of asymptotically optimal N-point configurations in A in the
sense that for some s > d

lim
N→∞

Es(ωN)

N1+s/d
=

Cs,d

Hd(A)s/d
, (11)

or

lim
N→∞

Ed(ωN)

N2 logN
=
Hd(Bd)

Hd(A)
. (12)

Let δx denote the unit point mass in the point x. Then in the weak-star topology
of measures we have

1

N

N∑
i=1

δxi,N
−→ Hd(·)|A

Hd(A)
as N →∞. (13)

Remark. The convergence assertion (13) is equivalent to each of the following
assertions:

(i) For each f continuous on A,

lim
N→∞

1

N

N∑
i=1

f(xi,N) =
1

Hd(A)

∫
A
f(x) dHd(x) (14)
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(ii) For every measurable set B ⊂ A whose boundary relative to A has Hd-
measure zero, the cardinality |B ∩ ωN | satisfies

|B ∩ ωN |
N

→ Hd(B)

Hd(A)
as N →∞. (15)

Theorem 2.3 Let A be a compact set in Rd such that Hd(A) > 0 and λ∗N =
{x∗1,N , . . . , x

∗
N,N} ⊂ A an optimal N point s-energy configuration for A. If

s ≥ d, there exists a positive constant C = C(A, s, d) such that for every
N ≥ 2,

min
i6=j

|x∗i,N − x∗j,N | ≥

C/N1/d for s > d,

C/(N logN)1/d for s = d.
(16)

Recall that a mapping φ : T → Rd′ , T ⊂ Rd, is said to be a Lipschitz
mapping on T if there is some constant L such that

|φ(x)− φ(y)| ≤ L|x− y| for x, y ∈ T (17)

and that φ is said to be a bi-Lipschitz mapping on T (with constant L)
if

(1/L)|x− y| ≤ |φ(x)− φ(y)| ≤ L|x− y| for x, y ∈ T . (18)

We say that A ⊂ Rd′ is a d-rectifiable manifold if A can be written as

A =
n⋃

k=1

φk(Kk) (19)

where, for each k = 1, . . . , n, Kk ⊂ Rd is compact and φk is bi-Lipschitz on an
open set Gk ⊃ Kk. Obviously any compact subset of a d-rectifiable manifold
is a d-rectifiable manifold.

Theorem 2.4 Suppose A ⊂ Rd′ is a d-rectifiable manifold and s ≥ d. If
s = d, we further suppose that A is a subset of a d-dimensional C1-manifold.
Then (8) and (9) hold. Furthermore, if Hd(A) > 0, then (13) holds for any
asymptotically minimal sequence of N point configurations ωN for A satisfying
(11) or (12). For the case when A is a bi-Lipschitz image of a single compact
set in Rd and Hd(A) > 0, the separation estimates of (16) hold for any optimal
N-point s-energy configuration.

Remark. Note that d′ does not explicitly appear in (8) and (9) but arises
only in the norms for the computation of the energy.

It is shown in [8] that, for the unit interval U1 = [0, 1],

lim
N→∞

Es(U
1, N)

N1+s
= 2ζ(s) (s > 1), (20)
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where ζ(s) denotes the classical Riemann zeta function. Hence, using (10), we
get Cs,1 = 2ζ(s) for s > 1. Consequently, Theorem 2.4 gives the following.

Corollary 2.5 Suppose A is a compact subset of a 1-rectifiable manifold in
Rd′ and s > 1. Then

lim
N→∞

Es(A,N)

N1+s
=

2ζ(s)

H1(A)s
. (21)

That Corollary 2.5 holds when A is a finite union of rectifiable Jordan arcs
was shown in [10]. Since a Lipschitz mapping on an interval is absolutely
continuous, but the converse is not necessarily true, the results in [10] hold in
cases not covered by Corollary 2.5. On the other hand, Corollary 2.5 applies to
1-rectifiable manifolds that are not covered by the results in [10] such as, for
example, when A is the bi-Lipschitz image of a Cantor subset of [0,1] having
positive measure.

For the 2-sphere it is shown in [8] that for s > 2,

lim sup
N→∞

Es(S
2, N)

N1+s/2
≤
(√

3

8π

)s/2

ζL(s), (22)

where ζL(s) is the zeta function for the hexagonal lattice L consisting of points
of the form m(1, 0) + n(1/2,

√
3/2) for m,n ∈ Z. Consequently (cf. (9)),

Cs,2 ≤
(√

3

2

)s/2

ζL(s). (23)

It is conjectured in [8] that equality holds in (22) which, if true, would imply
that equality holds in (23).

An outline of the remainder of the paper is as follows. In Section 3 we establish
some basic lemmas on the minimal s-energy of the union of two subsets of Rd.
Section 4 gives the proof of Theorem 2.1 for the special case when A is the unit
cube in Rd. In Section 5, we verify Theorems 2.1 and 2.2 for almost clopen
sets in Rd. Results on the separation of points in optimal energy configurations
are established in Section 6. The proofs of Theorems 2.1 and 2.2 for general
compact sets in Rd is presented in Section 7 and the proof of Theorem 2.4
appears in Section 8.

3 Basic Lemmas

In this section we establish several lemmas that are required for the proofs of
our main results. First we establish that if A ⊂ Rd is bounded with nonempty
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interior, then Es(A,N) grows as N → ∞ with order N1+s/d for s > d and
N2 logN for s = d.

Lemma 3.1 Suppose A ⊂ Rd is a bounded set with nonempty interior. There
exist positive constants C0, C1 (depending on A, s, and d, but not on N) such
that, if s > d,

C0N
1+s/d ≤ Es(A,N) ≤ C1N

1+s/d (N ≥ 2) (24)

and, if s = d,

C0N
2 logN ≤ Ed(A,N) ≤ C1N

2 logN (N ≥ 2). (25)

Proof. We first consider Ud = [0, 1]d. Let B(x, r) denote the open ball in Rd

with center x and radius r. Then with C = (1/2)dHd(B(0, 1)) we have

Hd(B(x, r) ∩ Ud) ≥ Crd (26)

for any x ∈ Ud and r < 1.

For N > 1, let ωN = {x1, . . . , xN} be a collection of N distinct points in Ud

and let
ri := min

j 6=i
|xi − xj|.

Since B(xi, ri/2) ∩B(xj, rj/2) = ∅ for 1 ≤ i 6= j ≤ N , we have

1 = Hd(U
d) ≥

N∑
i=1

Hd(B(xi, ri/2) ∩ Ud) ≥ C

2d

N∑
i=1

rd
i . (27)

By the Cauchy-Schwarz inequality we have

N2 =

(
N∑

i=1

r
d/2
i r

−d/2
i

)2

≤
N∑

i=1

rd
i

N∑
i=1

r−d
i , (28)

which is known as the harmonic-arithmetic mean inequality. Thus

Es(ωN) ≥
N∑

i=1

1

rs
i

= N
N∑

i=1

1

N

(
1

rd
i

)s/d

(29)

≥ N

(
N∑

i=1

1

N

1

rd
i

)s/d

≥ N

(
N∑N

i=1 r
d
i

)s/d

,

where the next to the last inequality follows from Jensen’s inequality (or
Hölder’s inequality) and the last inequality follows from (28). Since (29) holds
for any collection ωN of N distinct points in Ud, then using (27) we have

Es(U
d, N) ≥ N1+s/dCs/d2−s (N > 2)
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showing that the lower estimate in (24) holds for A = Ud and with C0 =
Cs/d2−s.

For s = d, the lower estimate in (25) is not so straightforward. For this case
we shall apply the known result (7). The unit cube Ud in Rd can be projected
onto a subset of Sd via the stereographic projection P : Rd → Sd defined by

P(x) = (tx, 1− t) ∈ Rd+1, t =
2

|x|2 + 1
. (30)

It is easily verified (and well-known in the case d = 2) that for x, y ∈ Rd, we
have

|P(x)− P(y)| = 2|x− y|√
1 + |x|2

√
1 + |y|2

. (31)

Consequently, for some positive constant C,

Ed(U
d, N) ≥ CEd(P(Ud), N) ≥ CEd(S

d, N),

and so the desired lower estimate follows from (7). (Later we shall show how
(7) can be utilized to determine the precise asymptotic behavior of Ed(A,N)
for d-rectifiable manifolds.)

For N > 1, let m be the positive integer such that md ≤ N < (m + 1)d. Let

ωN consist of N points selected from Ud ∩
(
Zd/m

)
. Then x − y ∈ Zd/m for

x, y ∈ ωN . For k = (k1, . . . , kd) ∈ Zd, set ‖k‖∞ = max{|ki|, i = 1, . . . , d} and
let |k| denote its Euclidean norm. Then

Es(ωN) =
∑

x 6=y∈ωN

1

|x− y|s
≤ Nms

∑
1≤‖k‖∞≤m

1

|k|s

≤ N1+s/d
m∑

j=1

∑
‖k‖∞=j

1

js
= N1+s/d

m∑
j=1

(2j + 1)d − (2j − 1)d

js

≤ CN1+s/d
[N1/d]+1∑

j=1

1

j1+s−d
.

For s > d, the sum in the last inequality is bounded from above independently
of N , while for s = d, it is bounded by a constant times logN . Thus the
estimates (24) and (25) hold for A = Ud.

More generally, if A is a bounded set with nonempty interior, then there
exist r, R > 0 and x0, x1 ∈ Rd such that rUd + x0 ⊂ A ⊂ RUd + x1. Since
Es(ρU

d + x,N) = ρ−sEs(U
d, N) for any ρ > 0 and x ∈ Rd, the estimates (24)

and (25) follow for A. (For an alternative proof of the upper bound, see the
proof of Theorem 2.3 in Section 6.) 2

9



Definition 1 Let τs,d : N → R be defined by

τs,d(N) =

N1+s/d if s > d

N2 logN if s = d.
(32)

For A ⊂ Rd′ and a positive integer N , define

Gs,d(A,N) := Es(A,N)/τs,d(N) (33)

and let

g
s,d

(A) := lim inf
N→∞

Gs,d(A,N), gs,d(A) := lim sup
N→∞

Gs,d(A,N).

We set
gs,d(A) := lim

N→∞
Gs,d(A,N)

when the limit (as an extended real number) exists.

If A ⊂ Rd is bounded and has nonempty interior, then by Lemma 3.1 there
exist positive constants C0, C1 such that

C0 ≤ Gs,d(A,N) ≤ C1

for N ≥ 2. Hence, g
s,d

(A) and gs,d(A) are both positive and finite in this case.

Lemma 3.2 Suppose s ≥ d and that A and B are bounded sets in Rd′. Then

g
s,d

(A ∪B) ≥
(
g

s,d
(A)−d/s + g

s,d
(B)−d/s

)−s/d
. (34)

Furthermore, if g
s,d

(A) <∞ or if g
s,d

(A) = ∞ and g
s,d

(B) <∞, and N is an

infinite subset of N and (ωN)N∈N is a sequence of sets ωN ⊂ A ∪ B, N ∈ N ,
such that

lim
N→∞
N∈N

Es(ωN)

τs,d(N)
=
(
g

s,d
(A)−d/s + g

s,d
(B)−d/s

)−s/d
, (35)

then

lim
N→∞
N∈N

|ωN ∩ A|
N

=
g

s,d
(B)d/s

g
s,d

(A)d/s + g
s,d

(B)d/s
. (36)

Remark. If both g
s,d

(A) < ∞ and g
s,d

(B) = ∞, then the right-hand sides

of (34) and (36) are understood to be g
s,d

(A) and 1, respectively; while if

g
s,d

(A) = g
s,d

(B) = ∞, then the right-hand side of (34) is understood to be
∞.

Proof. Both g
s,d

(A) and g
s,d

(B) are positive since A and B are bounded. First

we assume that g
s,d

(A) and g
s,d

(B) are finite. Suppose, for N ∈ N, that ωN
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is a set of N distinct points in A ∪ B. Let ωA
N = ωN ∩ A and ωB

N = ωN \ ωA
N .

Then

Es(ωN) = Es(ω
A
N) + Es(ω

B
N) + 2

∑
a∈ωA

N ,b∈ωB
N

1

|a− b|s
≥ Es(ω

A
N) + Es(ω

B
N) (37)

and hence

Es(A ∪B,N) ≥ min
NA+NB=N

(Es(A,NA) + Es(B,NB)) , (38)

where NA and NB are nonnegative integers. First suppose s > d. Then we
have

g
s,d

(A ∪B)

≥ lim inf
N→∞

min
NA+NB=N

[
Es(A,NA)

N
1+s/d
A

(
NA

N

)1+s/d

+
Es(B,NB)

N
1+s/d
B

(
NB

N

)1+s/d
]

≥ lim inf
N→∞

min
NA+NB=N

[
g

s,d
(A)

(
NA

N

)1+s/d

+ g
s,d

(B)
(
NB

N

)1+s/d
]

(39)

≥ min
0≤α≤1

[
g

s,d
(A)α1+s/d + g

s,d
(B) (1− α)1+s/d

]
.

(Note: In the case NA = 0 we set Es(A,NA)

N
1+s/d
A

(
NA

N

)1+s/d
= Es(A,NA)

N1+s/d = 0. The case

NB = 0 is handled similarly.) Let

F (α) := g
s,d

(A)α1+s/d + g
s,d

(B) (1− α)1+s/d (0 ≤ α ≤ 1). (40)

The reader may verify using elementary calculus that F has a unique minimum

value F (α∗) =
(
g

s,d
(A)−d/s + g

s,d
(B)−d/s

)−s/d
, where

α∗ = g
s,d

(B)d/s/
(
g

s,d
(A)d/s + g

s,d
(B)d/s

)
.

This proves (34) when s > d.

Now suppose (ωN)N∈N is a sequence of sets ωN ⊂ A ∪ B, N ∈ N , such that
(35) holds. We may rewrite (37) in the form

Es(ωN)

N1+s/d
≥ Es(ω

A
N)

N
1+s/d
A

(
NA

N

)1+s/d

+
Es(ω

B
N)

N
1+s/d
B

(
NB

N

)1+s/d

(N ∈ N ), (41)

and hence, if β is any limit point of the sequence NA/N , N ∈ N , we get from
(35) that F (α∗) ≥ F (β). Consequently, β = α∗, which is equivalent to (36) in
the case s > d.

We leave to the reader the remaining cases where at least one of g
s,d

(A) and

g
s,d

(B) is infinite. It is helpful to regard separately the cases when NB remains

bounded or when NB →∞ as N →∞.
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The s = d case of both (34) and (36) follows in a similar manner and is left
as well for the reader. 2

For A,B ⊂ Rd′ , let dist(A,B) := infa∈A, b∈B |a− b|.

Lemma 3.3 Suppose A and B are bounded sets in Rd′ such that dist(A,B) >
0. Then

gs,d(A ∪B) ≤
(
gs,d(A)−d/s + gs,d(B)−d/s

)−s/d
. (42)

Proof. If gs,d(A) or gs,d(B) equal zero then gs,d(A ∪ B) = 0 and so (42) holds
(note that the right hand side of (42) is understood to be zero in this case).

Now suppose gs,d(A) and gs,d(B) are both positive. Let δ = dist(A,B) and sup-

pose N ∈ N. Let NA = [α∗N ] where α∗ = gs,d(B)d/s/
(
gs,d(A)d/s + gs,d(B)d/s

)
and let NB = N −NA. Then

Es(A ∪B,N) ≤ Es(A,NA) + Es(B,NB) + 2δ−sNANB

≤ Es(A,NA) + Es(B,NB) + 2δ−sN2,

and hence

Gs,d(A ∪B,N) ≤ Es(A,NA)

τs,d(NA)

τs,d(NA)

τs,d(N)
+
Es(B,NB)

τs,d(NB)

τs,d(NB)

τs,d(N)
+ 2δ−s N2

τs,d(N)
.

Observe that limN→∞ τs,d(NA)/τs,d(N) = (α∗)1+s/d, limN→∞ τs,d(NB)/τs,d(N) =
(1− α∗)1+s/d, and limN→∞N2/τs,d(N) = 0. Thus we have

gs,d(A ∪B) ≤ gs,d(A)(α∗)1+s/d + gs,d(B)(1− α∗)1+s/d

=
(
gs,d(A)−d/s + gs,d(B)−d/s

)−s/d
.

2

We say that a set A ⊂ Rd is scalable if A is closed and if for each ε > 0
there is some bi-Lipschitz mapping h : A→ A◦ with constant (1+ε) where A◦

denotes the interior of A. For example, a compact, convex set with nonempty
interior is scalable since, for ε > 0, one may choose h(x) = (1 + ε)−1(x + εu)
for any fixed u in the interior of A. Similarly, a star-like set is scalable.

Corollary 3.4 Suppose s ≥ d and A and B are compact subsets of Rd with
disjoint interiors such that gs,d(A) and gs,d(B) both exist and A is scalable.
Then gs,d(A ∪B) exists and

gs,d(A ∪B) =
(
gs,d(A)−d/s + gs,d(B)−d/s

)−s/d
. (43)

12



Proof. Let 0 < ε < 1. Since A is scalable, there is some bi-Lipschitz mapping
h with constant (1 + ε) such that h(A) ⊂ A◦ and, hence, dist(h(A), B) ≥
dist(h(A), Ac) > 0. Then Lemmas 3.2 and 3.3 imply

(
gs,d(A)−d/s + gs,d(B)−d/s

)−s/d
≤ g

s,d
(A ∪B)

≤ gs,d(A ∪B) ≤ gs,d(h(A) ∪B)

≤
(
gs,d(h(A))−d/s + gs,d(B)−d/s

)−s/d
.

Since gs,d(h(A)) ≤ (1 + ε)sgs,d(A), on letting ε→ 0, we get (43). 2

4 The unit cube Ud := [0, 1]d.

In this section we prove that gs,d(U
d) exists when s ≥ d. We first prove the

result when s > d by using the self-similarity of Ud to obtain estimates relating
Gs,d(U

d, N) at different values of N . For s = d the method is not immediately
applicable. Instead we use results and techniques developed in [8] and [6] for
the sphere Sd which actually yield gd,d(U

d) explicitly. The proof of the next
theorem in the case s = d is given separately in Section 4.1.

Theorem 4.1 For s ≥ d, the limit gs,d(U
d) := limN→∞ Gs,d(U

d, N) exists and
is finite and positive. Moreover, in the case s = d,

gd,d(U
d) = Hd(Bd) =

2πd/2

dΓ(d
2
)
. (44)

Proof. Case: s > d.
We first establish a lemma relating Gs,d(U

d, N) at different values of N .

Lemma 4.2 Suppose s > d, γ ∈ (0, 1) and m is a positive integer. Then there
is some constant C > 0 (independent of m, N or γ) such that

Gs,d(U
d,mdN) ≤ γ−sGs,d(U

d, N) + C(1− γ)−sN1−s/d. (45)

Proof. If m is a positive integer, let Im = {0, . . . ,m−1}d ⊂ Zd and, for i ∈ Im,
set Um,i := (Ud + i)/m. Note that Gs,d(Um,i, N) = msGs,d(U

d, N).

For i ∈ Im, let ωi
N be a set of N points in (γUd + i)/m with minimum energy.

Let ωmdN =
⋃

i∈Im
ωi

N . If x ∈ ωi
N and y ∈ ωj

N , then |x − y| ≥ δ := (1 − γ)/m

13



if ‖i− j‖∞ = 1 and |x− y| ≥ ‖i− j‖∞/(2m) for ‖i− j‖∞ > 1. Then

Es(U
d,mdN) ≤ Es(ωmdN) ≤

∑
i∈Im

Es(ω
i
N) +

∑
i 6=j∈Im

x∈ωi
N , y∈ωj

N

1

|x− y|s

≤
∑
i∈Im

Es(
γ

m
Ud, N) + δ−s3dN2 + 2s

∑
j∈Im

‖i−j‖∞>1

ms‖i− j‖−s
∞N2



=
∑
i∈Im

msγ−sEs(U
d, N) +ms 3dN2

(1− γ)s
+ 2s

∑
j∈Im

‖i−j‖∞>1

ms‖i− j‖−s
∞N2


≤ md+s

(
γ−sEs(U

d, N) +
3dN2

(1− γ)s
+ 2sKN2

)

where K :=
∑

k∈Zd\{0} ‖k‖−s
∞ is finite, and so

Gs,d(U
d,mdN) ≤ γ−sGs,d(U

d, N) + (1− γ)−s(3d + 2sK)
ms+dN2

τs,d(mdN)
. (46)

Since ms+dN2/τs,d(m
dN) = N1−s/d, the inequality (45) follows from (46) with

C = 3d + 2sK, which completes the proof of Lemma 4.2. 2

Now suppose ε > 0 and 0 < γ < 1. Let C be the constant in (45) and let N∗

be such that Gs,d(U
d, N∗) < g

s,d
(Ud) + γsε/2 and C(N∗)1−s/d < (1 − γ)sε/2.

By Lemma 4.2 we then have

gm := Gs,d(U
d,mdN∗) < γ−s(g

s,d
(Ud) + γsε/2) + C(1− γ)−s(N∗)1−s/d

for any m ∈ N, and hence

lim sup
m→∞

gm ≤ γ−sg
s,d

(Ud) + ε.

For N > N∗, let mN be the greatest integer such that md
NN

∗ < N . Then

Gs,d(U
d, N) =

Es(U
d, N)

N1+s/d
≤ Es(U

d, (mN + 1)dN∗)

(md
NN

∗)1+s/d
= (1 + 1/mN)s+dgmN+1

holds for all N > N∗, and thus

lim sup
N→∞

Gs,d(U
d, N) ≤ lim sup

N→∞
(1 + 1/mN)s+dgmN+1 ≤ γ−sg

s,d
(Ud) + ε.

Since this holds for all 0 < γ < 1 and ε > 0 we have that gs,d(U
d) ≤ g

s,d
(Ud)

and, hence, gs,d(U
d) exists. By Lemma 3.1, gs,d(U

d) is finite and positive in
the case s > d, which completes the proof in this case. 2
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4.1 Proof of Theorem 4.1 in the case s = d.

By Theorem 1.2 we know that gd,d(S
d) exists and is given as in (7). For N ∈ N,

let ω∗N denote a set of N points in Sd minimizing the d-energy. Also from this
theorem we have

lim
N→∞

|ω∗N ∩ A|
N

=
Hd(A)

Hd(Sd)
(47)

whenever A ⊂ Sd is such that the boundary ∂A (relative to the sphere) has
Hd(∂A) = 0. Such a set A is called an almost clopen subset of Sd.

Lemma 4.3 For N ∈ N, let ω∗N denote a set of N points in Sd minimizing
the d-energy. If A is an almost clopen subset of Sd, then

lim
N→∞

Ed(ω
∗
N ∩ A)

τd,d(N)
= gd,d(S

d)
Hd(A)

Hd(Sd)
. (48)

Proof. We first show that for any almost clopen subset K of Sd we have

lim sup
N→∞

Ed(ω
∗
N ∩K)

τd,d(N)
≤ gd,d(S

d)
Hd(K)

Hd(Sd)
. (49)

For this purpose we follow the argument given in [8]. Let {x∗i,N}N
i=1 denote the

points of ω∗N and for each i, set

Ui,N(x) :=
∑
j 6=i

|x− x∗j,N |−d, x ∈ Sd.

It is shown in inequality (6.6) of [8] that for every r > 0 sufficiently small we
have

Ui,N(x∗i,N) ≤ gd,d(S
d)N logN

(1− rdgd,d(Sd))
+Or(N) (N →∞). (50)

Let Λ(K,N) := {i|x∗i,N ∈ K} and NK := |Λ(K,N)|. Then from (50) we get

Ed(ω
∗
N ∩K)

τd,d(N)
≤ 1

τd,d(N)

∑
i∈Λ(K,N)

Ui,N(x∗i,N)

≤ NK

N

gd,d(S
d)

(1− rdgd,d(Sd))
+Or

(
1

logN

)
.

Letting N → ∞ and then r → 0 in this last inequality, we deduce from (47)
that inequality (49) holds.
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Now suppose that A ⊂ Sd is almost clopen (with respect to Hd), and let
B := Sd \ A. For any set K, we put KN := ω∗N ∩K. Then, clearly,

Ed(ω
∗
N)

τd,d(N)
=
Ed(A

N)

τd,d(N)
+
Ed(B

N)

τd,d(N)
+

2

τd,d(N)

∑
x∈AN

y∈BN

1

|x− y|d
. (51)

We claim that, as N → ∞, the last term in (51) tends to zero. To see this,
let ε > 0 be given and cover ∂A by an open (relative to Sd) set Ωε such that
Hd(Ωε) < ε and Hd(∂Ωε) = 0 (e.g., let Ωε be a finite union of open balls).
Then, since dist(A,B \ Ωε) > 0 and dist(B,A \ Ωε) > 0, it follows that, with
Ãε := A ∩ Ωε, B̃ε := B ∩ Ωε,

lim sup
N→∞

2

τd,d(N)

∑
x∈AN

y∈BN

1

|x− y|d
= lim sup

N→∞

2

τd,d(N)

∑
x∈ÃN

y∈B̃N

1

|x− y|d
(52)

≤ lim sup
N→∞

1

τd,d(N)
Ed(Ω̄

N
ε ).

Since Ω̄ε is almost clopen, we get from (49) and (52) that

lim sup
N→∞

2

τd,d(N)

∑
x∈AN

y∈BN

1

|x− y|d
≤ gd,d(S

d)
Hd(Ω̄ε)

Hd(Sd)
≤ εgd,d(S

d)

Hd(Sd)
.

As ε > 0 is arbitrary, we have shown that the last term in (51) goes to zero
as N →∞, as claimed. Consequently,

gd,d(S
d) = lim

N→∞

Ed(ω
∗
N)

τd,d(N)
= lim

N→∞

(
Ed(A

N)

τd,d(N)
+
Ed(B

N)

τd,d(N)

)
. (53)

Since A and B are almost clopen and Hd(A) + Hd(B) = Hd(S
d), it follows

from (49) and (53) that

lim
N→∞

Ed(A
N)

τd,d(N)
= gd,d(S

d)
Hd(A)

Hd(Sd)

and

lim
N→∞

Ed(B
N)

τd,d(N)
= gd,d(S

d)
Hd(B)

Hd(Sd)
.

2

Lemma 4.4 Suppose A is a compact scalable subset of Sd. Then gd,d(A) exists
and

gd,d(A) = Hd(Bd)/Hd(A).

By saying A is a scalable subset of Sd, we mean that for every ε > 0 there is
a bi-Lipschitz mapping with constant (1 + ε) that maps the closure of A into
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its interior relative to Sd. Clearly the measure of the closure of such a set is
equal to the measure of its interior, and so any scalable subset of Sd is almost
clopen.

Proof. Suppose either C = A or C = B := Sd \ A. Then (48) holds. We first
prove that gd,d(C) ≤ Hd(Bd)/Hd(C). For ρ > 1 and N ∈ N, let M [N ] :=

bρHd(Sd)
Hd(C)

Nc where bxc denotes the integer part of x. Let CM [N ] := ω∗M [N ] ∩ C
and recall that (47) states that |CM [N ]|/M [N ] → Hd(C)/Hd(S

d) as N →∞.

Then, for N large enough, we have

ρ−1 Hd(C)

Hd(Sd)
≤ |CM [N ]|

M [N ]

from which it follows that there is some Nρ such that

N ≤ |CM [N ]| (N > Nρ), (54)

and so Ed(C,N) ≤ Ed(ω
∗
M [N ] ∩ C) for N > Nρ. Thus we have

gd,d(C) = lim sup
N→∞

Ed(C,N)

τd,d(N)

≤ lim sup
N→∞

τd,d(M [N ])

τd,d(N)

Ed(ω
∗
M [N ] ∩ C)

τd,d(M [N ])

≤ ρ2gd,d(S
d)
Hd(S

d)

Hd(C)
,

where (48) was used to obtain the last inequality. Since ρ > 1 is arbitrary, we
have gd,d(C) ≤ Hd(Bd)/Hd(C) for either C = A or C = B.

Next we show g
d,d

(A) ≥ Hd(Bd)/Hd(A). Let (aN)N∈N denote a sequence of

natural numbers such that limN→∞ Gd,d(A, aN) = g
d,d

(A). For N ∈ N, let bN =

d(Hd(B)/Hd(A))aNe where dxe denotes the least integer greater than or equal
to x and let cN = aN + bN . Since A is scalable, there is a bi-Lipschitz mapping
h with constant (1 + ε) such that h(A) ⊂ A◦. Then δ := dist(h(A), B) > 0
and, as in the proof of Lemma 3.3, we have

Ed(S
d, cN) ≤ Ed(h(A) ∪B, cN) ≤ Ed(h(A), aN) + Ed(B, bN) + 2δ−saNbN

≤ (1 + ε)dEd(A, aN) + Ed(B, bN) + 2δ−dc2N

and thus

Gd,d(S
d, cN) ≤ (1 + ε)dGd,d(A, aN)

τd,d(aN)

τd,d(cN)
+ Gd,d(B, bN)

τd,d(bN)

τd,d(cN)
+

2δ−d

log(cN)
.
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Letting N →∞ and then ε→ 0 gives

gd,d(S
d) ≤ g

d,d
(A)

(
Hd(A)

Hd(Sd)

)2

+ gd,d(B)

(
Hd(B)

Hd(Sd)

)2

.

Using gd,d(B) ≤ Hd(Bd)/Hd(B) and Hd(S
d) = Hd(A) + Hd(B) as well as

Theorem 1.2, we get g
d,d

(A) ≥ Hd(Bd)/Hd(A), which completes the proof of

Lemma 4.4. 2

Now we return to the s = d case of the proof of Theorem 4.1. Recall that
P : Rd → Sd denotes the stereographic projection defined by (30). Let e1 :=
(1, 0, . . . , 0) ∈ Rd and 1 := (1, 1, . . . , 1) ∈ Rd. For 0 < γ < 1, let

Uγ := γUd + e1− (γ/2)1 = [1− γ/2, 1+ γ/2]× [−γ/2, γ/2]×· · ·× [−γ/2, γ/2]

and let Aγ := P(Uγ). Note that Aγ is scalable, since the mappings a 7→
P(rP−1(a) + (1 − r)e1), for 0 < r < 1, form a family of bi-Lipschitz map-
pings with constants approaching 1 as r → 1 that map Aγ into its relative
interior (cf. (31)). Thus gd,d(Aγ) exists and equals Hd(Bd)/Hd(Aγ). For x ∈ Uγ

and 0 < γ < 1/d, we have 1− γ ≤ |x|2 ≤ (1 + γ/2)2 + (d− 1)(γ/2)2 ≤ 1 + 2γ.
Using (31) it follows that for γ < 1/d, the function h := P−1 is bi-Lipschitz
on Aγ with constant (1 + γ) and such that Uγ = h(Aγ). Then

gd,d(U
d) = γdgd,d(Uγ) = γdgd,d(h(Aγ)) ≤ γd(1 + γ)dgd,d(Aγ) (55)

and, similarly,

g
d,d

(Ud) = γdg
d,d

(Uγ) ≥ γd(1 + γ)−dgd,d(Aγ). (56)

Since h = P−1 is bi-Lipschitz on Aγ with constant (1 + γ), it follows that
limγ→0+ γ−dHd(Aγ) = Hd(U

d) = 1 and so

γdgd,d(Aγ) = γdHd(Bd)/Hd(Aγ) → Hd(Bd)

as γ → 0. Taking γ → 0 in (55) and (56) we then have

Hd(Bd) ≤ g
d,d

(Ud) ≤ gd,d(U
d) ≤ Hd(Bd)

which completes the proof of Theorem 4.1.

5 Almost clopen sets in Rd

A Lebesgue measurable set A ⊂ Rd is said to be almost clopen (with
respect to d-dimensional Lebesgue measure) if Hd(∂A) = 0 where ∂A
denotes the boundary of A.
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Theorem 5.1 Suppose A is a bounded almost clopen set in Rd. Then gs,d(A)
exists for s ≥ d and

gs,d(A) = gs,d(U
d)Hd(A)−s/d. (57)

Remark. In particular, gs,d(A) = ∞ if Hd(A) = 0.

Proof. First, if A = γUd then gs,d(A) = γ−sgs,d(U
d) = Hd(A)−s/dgs,d(U

d)
showing that A satisfies (57). Applying Corollary 3.4 inductively, it then fol-
lows that (57) holds if A is the union of a finite collection of cubes with disjoint
interiors.

Next, for n ∈ N, let Qn denote the cubes q in Rd with vertices in the lattice
Zd/n, let An denote the union of the cubes in Qn that are also contained in
A and let An denote the union of the cubes Qn that meet the closure of A.

Suppose ε > 0, then there is an open set V containing ∂A with Hd(V ) < ε. If
q ∈ Qn is a subset of An ∩Ac

n, the complement of An in An, then q meets ∂A.
Since ∂A is compact and V c is closed, the distance dist (∂A, V c) > 0.

Let n∗ be large enough so that diam q < dist (∂A, V c) for q ∈ Qn∗ . If q ∈ Qn∗

meets ∂A then q ⊂ V and so we have An ∩ Ac
n ⊂ V for n > n∗. Hence,

Hd(An) ≤ Hd(An) ≤ Hd(An) + ε (n > n∗)

showing that

lim
n→∞

Hd(An) = lim
n→∞

Hd(An) = Hd(A).

Since gs,d(An) ≤ g
s,d

(A) ≤ gs,d(A) ≤ gs,d(An) and (57) holds for An and An it

follows that (57) holds for A. 2

We say that a sequence ωN ⊂ A, N ∈ N , of sets of points in A is asymptot-
ically s-energy minimizing on A for s ≥ d if

lim
N→∞

Es(ωN)

τs,d(N)
= g

s,d
(A) (N ∈ N ).

Corollary 5.2 Suppose A is a bounded, almost clopen set in Rd, Hd(A) > 0,
B is an almost clopen subset of A and that ωN ⊂ A, N ∈ N , is asymptotically
s-energy minimizing on A. Then we have

lim
N→∞
N∈N

|ωN ∩B|
N

= Hd(B)/Hd(A). (N ∈ N ) (58)
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Proof. Note that B′ := A\B is almost clopen (since ∂B′ ⊂ ∂A∪∂B). Applying
Theorem 5.1 to A, B and B′ gives

gs,d(A) = gs,d(U
d)Hd(A)−s/d

= gs,d(U
d)(Hd(B) +Hd(B

′))−s/d =
(
gs,d(B)−d/s + gs,d(B

′)−d/s
)−s/d

.

Then Lemma 3.2 implies (58). 2

6 Separation

Proof of Theorem 2.3. For convenience we denote x∗i,N by xi. For i = 1, . . . , N ,
let

Ui(x) :=
∑
j 6=i

1

|x− xj|s
. (59)

Then Ui(xi) ≤ Ui(x) for all x ∈ A. Let 0 < δ < 1 and set

r0 := (δHd(A)/(NHd(B(0, 1))))1/d

and
Dj := B(xj, r0), Di := A \

⋃
j 6=i

Dj.

Then
Hd(Di) ≥ Hd(A)−Nrd

0Hd(B(0, 1)) = Hd(A)(1− δ) > 0 (60)

and we have

Ui(xi) ≤
1

Hd(Di)

∫
Di

Ui(x) dHd(x) (61)

=
1

Hd(Di)

∑
j 6=i

∫
Di

1

|x− xj|s
dHd(x)

≤ 1

Hd(Di)

∑
j 6=i

∫
A\Dj

1

|x− xj|s
dHd(x).

Let R > diam A. It is easy to verify that for 0 < r < 1 and y ∈ A∫
A\B(y,r)

1

|x− y|s
dHd(x) ≤

∫
B(0,R)\B(0,r)

1

|u|s
dHd(u) (62)

≤

cs/rs−d for s > d,

cd log(R/r) for s = d,

where the positive constants cs, cd are independent of y and r. Using the
estimates (60) and (62) we get for s > d,

Ui(xi) ≤
(N − 1)cs (δHd(A)/NHd(B(0, 1)))1−s/d

(1− δ)Hd(A)
≤ ksN

s/d (63)
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and for s = d,
Ui(xi) ≤ kdN logN, (64)

where the constants ks, kd are independent of N and i. Finally, since for each
i = 1, . . . , N , we have |xi − xj|−s ≤ Ui(xi) for i 6= j, inequality (16) follows
from (63) and (64). 2

Lemma 6.1 For the closed unit ball Bd := B̄(0, 1) ⊂ Rd, there is a d-
energy asymptotically optimal sequence (ωN)N∈N of N-point configurations
ωN = {x1,N , . . . , xN,N} for Bd such that for N ≥ 2

min
i6=j

|xi,N − xj,N | ≥ (2 +
√
d)−1N−1/d.

Proof. By Theorems 4.1 and 5.1, we have that gd,d(Bd) = 1. For a positive
integer m let Ωm := ( 1

m
Z)d∩Bd and for j ∈ ( 1

m
Z)d let Um,j := 1

m
[−1/2, 1/2]d+j

denote the d dimensional cube of side length 1/m (with sides parallel to the
coordinate axes) and center j. Since

B(0, (1−
√
d/m)) ⊂

⋃
j∈Ωm

Um,j ⊂ B(0, (1 +
√
d/m)),

we have
(m−

√
d)dHd(Bd) ≤ |Ωm| ≤ (m+

√
d)dHd(Bd). (65)

Fix k >
√
d. If x ∈ Um,j and |j| ≥ k/m, then |j| ≥ |x| −

√
d/(2m) > 0 and so

∑
j∈( 1

m
Z)d

0<|j|≤2

1

|j|d
≤

∑
j∈( 1

m
Z)d

0<|j|<k/m

1

|j|d
+md

∑
j∈( 1

m
Z)d

k/m≤|j|≤2

1

|j|d
1

md

≤
∑

j∈( 1
m

Z)d

0<|j|<k/m

1

|j|d
+md

∫
k/m<|x|<2

1

(|x| −
√
d/(2m))d

dHd(x)

≤ 2dkdmd +md
∫ 2

(k−
√

d/2)/m

(r +
√
d/(2m))d−1

rd
Hd−1(S

d−1)dr

≤ 2dkdmd +md(1 +
√
d/k)d−1Hd−1(S

d−1)
∫ 2

(k−
√

d/2)/m

1

r
dr

= 2dkdmd +mdHd−1(S
d−1)(1 +

√
d/k)d−1 log

(
2m

k −
√
d/2

)
.

Hence using (65) and the preceding estimate we obtain

Ed(Ω
m) =

∑
i∈Ωm

∑
j∈Ωm

j 6=i

1

|j− i|d
≤ |Ωm|

∑
j∈( 1

m
Z)d

0<|j|≤2

1

|j|d

≤ md(m+
√
d)dHd(Bd)

(
2dkd +Hd−1(S

d−1)(1 +
√
d/k)d−1 log

(
2m

k −
√
d/2

))
.
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Suppose N ≥ 2. Now choose m = d(N/Hd(Bd))1/d +
√
de. Then using (65) we

get
(m−

√
d− 1)dHd(Bd) ≤ N ≤ (m−

√
d)dHd(Bd) ≤ |Ωm|. (66)

Hence we may let ωN consist of N distinct points from Ωm. Then

Ed(ωN)

N2 logN
≤ Ed(Ω

m)

N2 logN

≤
(
md(m+

√
d)d

(m−
√
d− 1)2d

) 2dkd +Hd−1(S
d−1)(1 +

√
d/k)d−1 log

(
2m

k−
√

d/2

)
Hd(Bd) log((m−

√
d− 1)dHd(Bd))

.

On taking N →∞ (and thus m→∞) we get

lim sup
N→∞

Ed(ωN)

N2 logN
≤ Hd−1(S

d−1)

dHd(Bd)
(1 +

√
d/k)d−1 = (1 +

√
d/k)d−1

for any k ≥
√
d (here we recall Hd−1(S

d−1) = dHd(Bd)). Letting k → ∞
then shows that (ωN)N∈N is d-energy asymptotically optimal for Bd. Using
Hd(Bd) ≥ 1 and the definition of m, we have m ≤ N1/d(2 +

√
d) and thus

min
x 6=y∈ωN

|x− y| = 1/m ≥ (2 +
√
d)−1N−1/d

which completes the proof. 2

7 Compact sets

Proof of Theorem 2.1. Let ε > 0 and G be an almost clopen set (since A is
compact, G could be chosen to be the union of a finite collection of open balls)
such that G ⊃ A and Hd(G \ A) < ε. Then, from Theorem 5.1,

g
s,d

(A) ≥ gs,d(G) = gs,d(U
d)Hd(G)−s/d ≥ gs,d(U

d)(Hd(A) + ε)−s/d. (67)

If Hd(A) = 0 then (67) shows g
s,d

(A) = gs,d(A) = ∞; if Hd(A) > 0, then since

(67) holds for arbitrary ε > 0, we get

g
s,d

(A) ≥ gs,d(U
d)Hd(A)−s/d. (68)

We next show gs,d(A) ≤ gs,d(U
d)Hd(A)−s/d. The case Hd(A) = 0 was already

considered above and so we assume Hd(A) > 0. Let

A∗ := {x ∈ A | lim sup
r→0+

Hd(B̄(x, r) ∩ A)

Hd(B̄(x, r))
= 1}.
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The Lebesgue Density Theorem (e.g., see [13]) states that Hd(A \ A∗) = 0.
For 0 < ε < 1, let

Cε := {B̄(x, r) | x ∈ A∗, 0 < r < 1,
Hd(B̄(x, r) ∩ A)

Hd(B̄(x, r))
> 1− ε}. (69)

By the Besicovitch Covering Theorem (cf. [13]), there is a countable collection
of pairwise disjoint closed balls {Bi := B̄(xi, ri)} ⊂ Cε that covers almost all
of A∗ and hence almost all of A. Choose n large enough so that

Hd

(
n⋃

i=1

A ∩Bi

)
=

n∑
i=1

Hd(A ∩Bi) ≥ (1− ε)Hd(A). (70)

Let i ∈ {1, . . . , n} be fixed and let ωN denote an asymptotically minimal
sequence of configurations for Bi such that

δN := min
x,y∈ωN , x 6=y

|x− y| ≥ ri(CN)−1/d

for some positive constant C independent of i. (Recall Theorem 2.3 states that,
in the case s > d, any minimal sequence for Bi must satisfy such a separation
condition while Lemma 6.1 implies the existence of such a sequence in the case
s = d.)

For 0 < ν < 1/2, let r := νδN and set

ων
N := {x ∈ ωN | dist(x,A ∩Bi) ≤ r}.

Then
B(x, r) ∩B(y, r) = ∅ for x, y ∈ ωN , x 6= y,

and
B(x, r) ∩ A = ∅ for x ∈ ωN \ ων

N .

Since, for any fixed constant less than 1/2, say 1/4, at least this fraction of
every B(x, r), x ∈ Bi, is contained in Bi for N sufficiently large (and hence r
sufficiently small), we have

Hd(Bi ∩ Ac) ≥ Hd(
⋃

x∈ωN\ων
N

Bi ∩B(x, r)) ≥ (1/4)|ωN \ ων
N |Hd(B(0, 1))rd,

which implies

|ωN \ ων
N | ≤ 4Hd(Bi ∩ Ac)Hd(B(0, 1))−1(νδN)−d ≤ 4C

ε

νd
N,

where we have used (cf. (69)) Hd(Bi ∩Ac) ≤ εHd(Bi) = εrd
iHd(B(0, 1)). Thus

|ων
N | = N − |ωN \ ων

N | ≥ N(1− 4Cεν−d). (71)
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If x ∈ ων
N , then there exists y ∈ A∩Bi such that |x−y| ≤ r. For each x ∈ ων

N ,
let φN,ν(x) be one such y, and let

λN,ν := {φN,ν(x) | x ∈ ων
N}.

Note that for x, y ∈ ων
N we have

|φN,ν(x)− φN,ν(y)| ≥ |x− y| − |φN,ν(x)− x| − |φN,ν(y)− y| (72)

≥ (1− 2ν)|x− y|,

and so
Es(λN,ν) ≤ (1− 2ν)−sEs(ωN). (73)

Let M := dN/(1− 4Cεν−d)e. Then

|λM,ν | ≥ (1− 4Cεν−d)M ≥ N,

and so we have

Es(A ∩Bi, N)

τs,d(N)
≤
(
Es(λM,ν)

τs,d(M)

)(
τs,d(M)

τs,d(N)

)
(74)

≤ 1

(1− 2ν)s

(
τs,d(M)

τs,d(N)

)(
Es(ωM)

τs,d(M)

)
.

From the definition of M it follows (even in the case s = d) that

lim
N→∞

τs,d(M)/τs,d(N) =
(

1

1− 4Cεν−d

)1+s/d

and hence

gs,d(A ∩Bi) ≤
1

(1− 2ν)s

(
1

1− 4Cεν−d

)1+s/d

gs,d(Bi) (75)

for any (4Cε)1/d < ν < 1/2.

Now Theorem 5.1 implies gs,d(Bi) = gs,d(U
d)Hd(Bi)

−s/d and so using Lemma 3.3
and inequalities (75) and (70) we obtain

gs,d(A) ≤ gs,d

(
n⋃

i=1

A ∩Bi

)
(76)

≤
(

n∑
i=1

gs,d(A ∩Bi)
−d/s

)−s/d

≤ 1

(1− 2ν)s

(
1

1− 4Cεν−d

)1+s/d

gs,d(U
d)

(
n∑

i=1

Hd(Bi)

)−s/d

≤ 1

(1− 2ν)s

(
1

1− 4Cεν−d

)1+s/d

gs,d(U
d)(1− ε)−s/dHd(A)−s/d
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for any 0 < ε < 1 and any (4Cε)1/d < ν < 1/2. By first taking ε→ 0 and then
ν → 0 we have

gs,d(A) ≤ gs,d(U
d)Hd(A)−s/d (77)

which combined with (68) completes the proof. 2

Proof of Theorem 2.2. Let B ⊂ A be a measurable set such that Hd(∂rB) = 0,
where ∂rB := ∂B ∩ (A \B) is the relative boundary of B. Then A = A1 ∪A2,
where A1 := B ∪ ∂rB, and A2 := (A \ B) ∪ ∂r(A \ B) are compact sets and
Hd(∂r(A\B)) = 0. SinceHd(A) = Hd(A1)+Hd(A2) we can apply Theorem 2.1
and Lemma 3.2 to deduce that

|ωN ∩ A1|
N

−→ Hd(B)

Hd(A)
as N →∞. (78)

On writing A = ∂rB ∪ A \ ∂rB we similarly have

|ωN ∩ ∂rB|
N

−→ 0 as N →∞

which together with (78) gives (15) and thus (13). 2

8 d-Rectifiable manifolds in Rd′

In Section 2 we defined the notion of a d-rectifiable manifold. More generally,
a set A ⊂ Rd′ is said to be a d-dimensional rectifiable set if A is Hd

measurable, Hd(A) <∞, and Hd-almost all of A is contained in the countable
union of Lipschitz images of bounded subsets of Rd (see [5], [11], and [13]).
Clearly, any d-rectifiable manifold is a d-dimensional rectifiable set.

We shall need the following result of Federer concerning d-dimensional recti-
fiable sets:

Lemma 8.1 ([5, 3.2.18], [13, 3.11]) Suppose A ⊂ Rd′ is a d-dimensional
rectifiable set and ε > 0. Then there exists a countable collection {Ki | i =
1, 2, . . .} of compact subsets of Rd and bi-Lipschitz mappings ψi : Ki → Rd′,
i = 1, 2, . . ., with constant (1 + ε) such that ψ1(K1), ψ2(K2), ψ3(K3) . . . are
pairwise disjoint subsets of A that cover Hd-almost all of A.

Proposition 8.2 Suppose A ⊂ Rd′ is a compact, d-dimensional rectifiable set
and s ≥ d. Then

gs,d(A) ≤ gs,d(U
d)Hd(A)−s/d. (79)

Proof. If Hd(A) = 0, then the right hand side of (79) is understood to be ∞
and (79) holds trivially. Now suppose 0 < ε < Hd(A). Let K1, K2, . . . and
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ψ1, ψ2, . . . be as in Lemma 8.1. Let n ∈ N be large enough so that

n∑
i=1

Hd(ψi(Ki)) ≥ Hd(A)− ε. (80)

Since ψ1(K1), . . . , ψn(Kn) are disjoint compact subsets of A, we may use
Lemma 3.3, Theorem 2.1, (80), and the fact that ψi is bi-Lipschitz with con-
stant (1 + ε) to get

gs,d(A) ≤ gs,d

(
n⋃

i=1

ψi(Ki)

)
(81)

≤
(

n∑
i=1

gs,d(ψi(Ki))
−d/s

)−s/d

≤ gs,d(U
d)(1 + ε)2s

(
n∑

i=1

Hd(ψi(Ki))

)−s/d

≤ gs,d(U
d)(1 + ε)2s(Hd(A)− ε)−s/d.

Since ε is arbitrary, (81) shows gs,d(A) ≤ gs,d(U
d)Hd(A)−s/d. 2

Proposition 8.3 Suppose s ≥ d and that A ⊂ Rd′ is as in Theorem 2.4 with
the property that for each ε > 0 there is some δ > 0 such that g

s,d
(B) ≥

1/ε whenever B is a compact subset of A with Hd(B) < δ. Then g
s,d

(A) ≥
gs,d(U

d)Hd(A)−s/d.

Proof. Suppose ε > 0. Again let (Ki, ψi), i = 1, 2, . . ., be as in Lemma 8.1. Let
δ > 0 be such that g

s,d
(B) ≥ (ε)−s/d whenever B is a compact subset of A

with Hd(B) < δ. Let n be large enough so that

n∑
i=1

Hd(ψi(Ki)) ≥ Hd(A)− δ. (82)

Since A is a Borel set and Hd(A) <∞, then Hd|A is a Radon measure on Rd′

(cf. [11, 1.11]). If K ⊂ A is compact and ε > 0, then there is some relatively
open set G ⊂ A such that K ⊂ G and such that Hd(G) ≤ Hd(K) + ε.
Furthermore, we may choose G to be Hd-almost clopen relative to A. Indeed,
if G is not almost clopen then we can construct an almost clopen set G with
the same properties as G in the following way. Let C(x, r) = {y ∈ Rd′ |
|y − x| = r}. Since Hd(A) < ∞, the set {r > 0 | Hd(C(x, r) ∩ A) > 0} is
at most countable. Since K ⊂ A is compact, there is a relatively open cover
of K of the form {B(xi, ri) ∩ A | i = 1, . . . ,m} where B(xi, ri) ∩ A ⊂ G and
Hd(C(xi, ri) ∩ A) = 0. Let G =

⋃m
i=1B(xi, ri) ∩ A, then K ⊂ G ⊂ G, G is a

relatively open subset of A, and Hd(Ḡ) = Hd(G) ≤ Hd(K) + ε.
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Using arguments similar to those in the proof of Theorem 2.1, we can find for
i = 1, . . . , n a relatively open subset Gi of A such that ψi(Ki) ⊂ Gi and

g
s,d

(Ḡi) ≥
(
g

s,d
(ψi(Ki))

−d/s + ε/2i
)−s/d

. (83)

Let G0 := A \ ⋃n
i=1 Ḡi. Then Ḡ0 ⊂ A \ ⋃n

i=1 ψi(Ki) and thus, using (82), we
obtain Hd(Ḡ0) ≤ δ0 and hence

g
s,d

(G0) ≥ ε−s/d. (84)

Since ψi is bi-Lipschitz on Ki with constant (1+ε) we have, using Theorem 2.1,

g
s,d

(ψi(Ki)) ≥ (1 + ε)−sgs,d(Ki) (85)

= (1 + ε)−sgs,d(U
d)Hd(Ki)

−s/d

≥ (1 + ε)−2sgs,d(U
d)Hd(ψi(Ki))

−s/d.

Since A ⊂ ⋃n
i=0 Ḡi, we again use Lemma 3.2 together with (82)–(85) to obtain

g
s,d

(A) ≥
(

n∑
i=0

g
s,d

(Ḡi)
−d/s

)−s/d

(86)

≥
(

n∑
i=0

ε/2i +
n∑

i=1

g
s,d

(ψi(Ki))
−d/s

)−s/d

≥
(

2ε+ (1 + ε)2dgs,d(U
d)−d/s

n∑
i=1

Hd(ψi(Ki))

)−s/d

≥
(
2ε+ (1 + ε)2dgs,d(U

d)−d/sHd(A)
)−s/d

.

Taking ε→ 0 in (86) then completes the proof. 2

Proof of Theorem 2.4. Suppose A ⊂ Rd′ is a d-rectifiable manifold. Since any
d-rectifiable manifold is a d-dimensional rectifiable set, Proposition 8.2 implies
gs,d(A) ≤ gs,d(U

d)Hd(A)−s/d.

We next show that A also satisfies the hypotheses of Proposition 8.3 which
will then imply that gs,d(A) exists and is given by

gs,d(A) = gs,d(U
d)Hd(A)−s/d. (87)

Since A is a d-rectifiable manifold, we have A =
⋃n

k=1 φk(Kk) where Kk ⊂ Rd

is compact and φk is bi-Lipschitz on Kk with constant Lk for k = 1, . . . , n. Let
L := max{Lk | k = 1, . . . , n}.
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Suppose B is a compact subset of A. For k = 1, . . . , n, let Bk := B ∩ φk(Kk).
Then by Lemma 3.2 and Theorem 2.1

g
s,d

(B) ≥
(

n∑
k=1

g
s,d

(Bk)
−d/s

)−s/d

(88)

≥ L−s

(
n∑

k=1

g
s,d

(φ−1
k (Bk))

−d/s

)−s/d

≥ L−sgs,d(U
d)

(
n∑

k=1

Hd(φ
−1
k (Bk))

)−s/d

≥ n−s/dL−2sgs,d(U
d)Hd(B)−s/d

from which it follows that A satisfies the hypotheses of Proposition 8.3, thereby
proving (87).

Once we have the formula (87), the proof of Theorem 2.2 may be repeated
without change to show that (13) holds for asymptotically optimal s-energy
N -point configurations in A.

Finally, to prove the separation estimates (16) for an optimal N -point s-energy
configuration λ∗N = {y∗1,N , . . . , y

∗
N,N} for A, when A = φ(K), K ⊂ Rd, K com-

pact and φ bi-Lipschitz onK, we can imitate the argument given in Section 6.1
for the proof of Theorem 2.3. For this purpose we replace the definition of Ui(x)
in (59) by

Ui(x) :=
∑
j 6=i

1

|φ(x)− φ(xj,N)|s
,

where xj,N = φ−1(y∗j,N). The details are left to the reader. 2
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