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Abstract

We show that if Γ is an irreducible lattice in a higher rank center-free semi-simple
Lie group with no compact factors and having property (T) of Kazhdan, then Γ is
operator algebraic superrigid, i.e., any unitary representation of Γ which generates a
II1 factor extends to a homomorphism of the group von Neumann algebra LΓ. This
generalizes results of Margulis, and Stuck and Zimmer, and answers in the affirmative
a conjecture of Connes. We also show a general operator algebraic superrigidity result
for irreducible lattices in products of property (T) groups, generalizing results of Bader
and Shalom, and Creutz.

1 Introduction

Let G be a semi-simple Lie group with trivial center, no compact factors, and real rank
at least 2, and let Γ < G be an irreducible lattice in G. Margulis’ superrigidity theorem
[Mar75] states that if H is a simple algebraic group over a local field and π : Γ → H is a
homomorphism whose image is Zariski dense in H, then either π(Γ) is precompact or else
π extends to a continuous homomorphism G→ H.

There is a rich analogy between the interaction of a lattice in a group Γ < G and the
interaction between a countable group in its von Neumann algebra Γ < U(LΓ), and based on
the superrigidity result of Margulis and the cocycle version due to Zimmer [Zim80], Connes
suggested that, at least in the property (T) setting, the analogy could be pursued further
so that there should be a similar superrigidity phenomenon for such groups embedded in
their group von Neumann algebras (See [Jon00] or the introduction to [CP13] where this
conjecture is discussed in detail).

Concerning the Lie groups themselves, a classical result of Segal and von Neumann
shows that they have no non-trivial continuous representations which generate a finite von
Neumann algebra [SvN50]. Concerning lattices, the first examples where “operator algebraic
superrigidity” was verified were obtained by Bekka [Bek07] who showed that this holds for
the groups SLn(Z) for n ≥ 3. Further examples were found in [PT13] where the same
results were obtained for the groups SL2(A), where A = O is a ring of integers (or, more
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generally, A = OS−1 a localization) with infinitely many units. The first examples of higher-
rank groups having arbitrary irreducible lattices operator algebraic superrigid were found
in [CP13], where this was shown to be the case for irreducible lattices in certain product
groups where one of the product factors is an algebraic group over a non-archimedian local
field.

The purpose of this work is to give a complete solution to Connes conjecture:

Theorem A. Let G be a property (T) semi-simple Lie group with trivial center, no compact
factors, and real rank at least 2, and let Γ < G be an irreducible lattice in G, if M is a
finite factor, and π : Γ→ U(M) is a representation such that π(Γ)′′ = M , then either M is
finite dimensional or else π extends to an isomorphism LΓ

∼−→M .

The methods used to prove this theorem also adapt to the abstract setting of irreducible
lattices in products of groups. Combining these methods with results from [CP13] we obtain
a similar operator algebraic superrigidity statement in this setting. This removes the totally
disconnectedness assumption from the results in [CP13].

Theorem B. Suppose that G1 and G2 are non-compact second countable locally compact
groups such that G1 has property (T), and Γ < G1 × G2 is an irreducible lattice. Suppose
that any trace preserving ergodic action of Gi on a finite von Neumann algebra must be
properly outer when restricted to Γ. Then if M is a finite factor and π : Γ → U(M) is a
homomorphism such that π(Γ)′′ = M , then either M is finite dimensional, or else π extends
to an isomorphism LΓ

∼−→M .

A character on a discrete group Γ is a conjugation invariant function τ which is of positive
type, and is normalized so that τ(e) = 1 (or equivalently, a tracial state on the full group
C∗-algebra C∗Γ). If M is a finite von Neumann algebra with trace τ , and π : Γ→ U(M) is a
representation, then γ 7→ τ(π(γ)) gives a character. Moreover, the GNS-construction shows
that every character arises in this way. The space of characters forms a Choquet simplex,
and the extreme points correspond to representations which generate a finite factor [Tho64].
Operator algebraic superrigidity is therefore equivalent to the following character rigidity
property:

Theorem C. Let Γ be as in Theorems A or B. If τ : Γ → C is an extreme point in the
space of characters, then either τ is almost periodic, or else τ = δe.

One consequence of Operator algebraic/character rigidity is that it implies a rigidity phe-
nomenon for non-free probability measure-preserving actions (see [DM12, Theorem 2.11],
or [PT13, Theorem 3.2]).

Corollary D. Let Γ be as in Theorems A or B. Then any probability measure-preserving
ergodic action of Γ on a standard Lebesgue space is essentially free.
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The previous corollary generalizes results of Stuck and Zimmer [SZ94] in the setting of
semi-simple Lie groups, and Creutz and the author [CP12] (also [Cre13]) in the setting of
product groups. By considering actions of quotient groups, this previous corollary in turn
implies that Γ is almost simple, i.e., the only normal subgroups of Γ are either finite index
or trivial. This then generalizes the normal subgroup theorema of Margulis [Mar78], in
the setting of simple Lie groups, and Bader and Shalom [BS06], in the setting of product
groups.

That this generalizes Margulis’ normal subgroup theorem is especially noteworthy as
our strategy will follow closely that of Margulis. Specifically, suppose that π : Γ → U(M)
is a representation which generates a II1 factor M , and such that π does not extend to
an isomorphism LΓ

∼−→ M , our strategy to show that M is finite dimensional is to show
that it is both amenable [Con76], and has property (T) [CJ85]. As is the case for quotient
groups, property (T) for the von Neumann algebra M follows from property (T) of Γ (this
accounts for the property (T) assumption in Theorems A and B), thus the main difficulty
is to show amenability. For the normal subgroup theorem Margulis obtains amenability by
exploiting amenability of a minimal parabolic subgroup P < G, and then proving a general
“factor theorem” showing that Γ-invariant σ-subalgebras of the Borel σ-algebra of G/P are
automatically G-invariant.

A key step in the proof of Margulis’ factor theorem is his use of contracting automor-
phisms in order to show that the cross sections of certain measurable subsets must almost
always be contained in the Γ-invariant σ-subalgebra [Mar91, Lemma IV.2.7]. We use this
result in order to show that the essential ranges of certain Γ-equivariant operators in a “non-
commutative boundary” will commute with the elements of Γ which are not orthogonal to
the identity in M . An ergodicity type argument then entails that the non-commutative
boundary must be trivial, hence showing that M is amenable. A detailed outline of this
strategy is presented in [CP13, Section 2].

Connes’ conjecture described above implicitly concerns the case when the lattices have
property (T). This is quite natural, given his rigidity results regarding the fundamental
group of von Neumann algebras associated with property (T) groups [Con80]. The question
of operator algebraic/character rigidity, however, is also interesting in the case of irreducible
lattices in higher-rank semi-simple groups without property (T). For example, the lattices
considered in [PT13] are all of this form and satisfy this rigidity. The results in this paper
give the “amenability half” of a proof in this direction (see Theorems 4.5 and 5.3 below
where property (T) is not assumed). Thus, to prove character rigidity for such lattices it
suffices to prove a “property (T) half” analogous to the situation for normal subgroups
considered in [Mar79], and [Sha00].
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2 Preliminaries

This work is primarily concerned with the interactions between lattices in semi-simple al-
gebraic groups, and the finite von Neumann algebras they generate. A reference for the
former is [Mar91], while a reference for the latter is [Dix81].

A von Neumann algebra is a self-adjoint unital subalgebra M of bounded operators on
a Hilbert space H, which is closed in the strong operator topology. The strong and weak
topologies give the same closed convex sets and hence M is also closed in the weak operator
topology. Moreover, by von Neumann’s double commutant theorem, this is also equivalent
to requiring that M is equal to its double commutant M ′′ ⊂ B(H). The von Neumann
algebra M is a factor if it has trivial center Z(M) = C.

A von Neumann algebra acting on a separable Hilbert space is finite if and only if there
exists a normal faithful tracial state τ on M , i.e., τ is a weak (equivalently strong) operator
topology continuous linear functional such that τ(1) = 1, τ(y∗y) ≥ 0 for all y ∈ M , and
equals 0 if and only if y = 0, and τ(yz) = τ(zy) for all y, z ∈ M . For finite factors, the
trace is unique.

Given a finite von Neumann algebra M with a normal faithful tracial state τ , the GNS-
construction with respect to τ gives rise to the standard representation ofM on B(L2(M, τ)).
Thus, we may view M both as an algebra of bounded operators on B(L2(M, τ)) and as a
dense subspace of the Hilbert space L2(M, τ). When we wish to emphasize the latter
perspective we will write x̂ for an element x ∈ M when it is viewed as an element in
L2(M, τ). We will also write Px̂ to denote the rank 1 projection onto Cx̂ ⊂ L2(M, τ).
When M is a finite factor, the trace is unique, and so, in this case, we use the notation
L2M , for L2(M, τ).

The tracial property of τ entails that the conjugation map M 3 x̂ 7→ x̂∗ extends to a
conjugate linear isometry J : L2(M, τ) → L2(M, τ). We than have JyJx̂ = x̂y∗, and from
this we see that JMJ ⊂ M ′. In fact, we have equality JMJ = M ′, and thus, conjugation
by J gives an anti-isomorphism between M and M ′.

If Γ is a countable group, the group von Neumann algebra is the von Neumann algebra
LΓ ⊂ B(`2Γ) generated by the left-regular representation of Γ. This is a finite von Neumann
algebra as LΓ 3 x 7→ 〈xδe, δe〉 is easily seen to give a normal faithful tracial state. This is
a factor if and only if the group is ICC, i.e., every non-trivial conjugacy class is infinite.

If A is an abelian von Neumann algebra acting on a separable Hilbert space, then there
exists a standard Borel space X, together with a Borel probability measure µ such that
A ∼= L∞(X,µ), where L∞(X,µ) is viewed as a von Neumann subalgebra of B(L2(X,µ))
consisting of multiplication operators Mfξ = fξ, for f ∈ L∞(X,µ), and ξ ∈ L2(X,µ). Any
quasi-invariant automorphism α ∈ Aut∗(X,µ), gives rise to an automorphism α∗ ∈ Aut(A)
given by α∗(f)(x) = f(α−1(x)). Moreover, every automorphism of A arrises in this way.

Given a von Neumann algebra M acting on a separable Hilbert space, the strong and
weak operator topologies are not, in general, Polish. However, these topologies do give a
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Polish structure on any closed ball in M , and both topologies give the same Borel struc-
ture to M , which is standard. If (X,µ) is a standard probability space, we may then
consider L∞(X,µ;M), the space of all essentially bounded Borel functions from X to M ,
where functions are identified if they agree almost everywhere. This is a von Neumann
subalgebra of B(L2(X,µ;H)), where the multiplication is given by (fξ)(x) = f(x)ξ(x)
for f ∈ L∞(X,µ;M), ξ ∈ L2(X,µ;H), and x ∈ X. We have a natural embedding
M ⊂ L∞(X,µ;M) given by constant functions, and L∞(X,µ) ⊂ L∞(X,µ;M) given by
scalar valued functions.

An operator y0 ∈ M is said to be in the essential range of f ∈ L∞(X,µ;M) if for
any strong operator topology neighborhood O of y0, there exists a Borel set E ⊂ X with
µ(E) > 0, such that f(x) ∈ O, for all x ∈ E. If N ⊂M is a von Neumann subalgebra then
an operator f ∈ L∞(X,µ;M) is contained in L∞(X,µ;N) if and only if the essential range
of f is contained in N .

Every function in L∞(X,µ;M) is a strong operator topology limit of uniformly bounded
simple functions, and hence under the identification L2(X,µ;H) ∼= L2(X,µ)⊗H we see that
L∞(X,µ;M) is generated as a von Neumann algebras by operators of the form f ⊗ y
for f ∈ L∞(X,µ) and y ∈ M . Thus, we have a canonical identification L∞(X,µ;M) ∼=
L∞(X,µ)⊗M . If M = L∞(Y, ν) for some other standard probability space (Y, ν), then
we have the further identification L∞(X,µ;L∞(Y, ν)) ∼= L∞(X,µ)⊗L∞(Y, ν) ∼= L∞(X ×
Y, µ × ν). In general, for von Neumann algebras M and N we have a natural embedding
M → M⊗N given by M 3 x 7→ x ⊗ 1 ∈ M⊗N . Because of this, in the sequel we will
often regard M as a subalgebra of M⊗N and hence we will only occasionally write x ⊗ 1
for emphasis.

A von Neumann algebra M ⊂ B(H) is injective (or amenable) if there exists a linear
contractive idempotent E : B(H) → M (which is not necessarily normal). Injectivity is
independent of the Hilbert space on which M is represented. For separable II1 factors,
a celebrated result of Connes [Con76] states that, up to isomorphism, the hyperfinite II1

factor R is the unique injective separable II1 factor.
If G is a locally compact second countable group and (X,µ) is a standard Borel space,

then we shall consider actions of G on X such that the action map G×X 3 (g, x) 7→ gx ∈ X
is Borel, and such that the action is quasi-invariant, i.e., for g ∈ G, and E ⊂ X we
have µ(gE) = 0 if and only if µ(E) = 0. We denote by σ : G → Aut(L∞(X,µ)) the
corresponding group homomorphism described above. This homomorphism is continuous
when Aut(L∞(X,µ)) is endowed with the topology of pointwise weak (or, equivalently,
strong) operator topology convergence.

The Koopman representation associated to the action Gy(X,µ) will be denoted by
σ0 : G → U(L2(X,µ)) and is given by σ0

g(ξ)(x) = ξ(g−1x)(dgµdµ )1/2(x) for g ∈ G, ξ ∈
L2(X,µ), and x ∈ X. This representation is continuous from G to U(L2(X,µ)) where the
latter is endowed with the weak (or, equivalently, strong) operator topology. When we view
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L∞(X,µ) as a subalgebra of B(L2(X,µ)) then conjugation by the Koopman representation
implements the action on L∞(X,µ), i.e., σg(f) = σ0

gfσ
0
g−1 for all g ∈ G, and f ∈ L∞(X,µ).

If Γ is a countable group, then a character τ on Γ is a conjugation invariant function
which is of positive type and which we normalize so that τ(e) = 1. If M is a finite von Neu-
mann algebra with a normal faithful tracial state τ , and π : Γ→ U(M) is a representation,
then the function γ 7→ τ(π(γ)) is easily seen to be a character.

Conversely, given a character τ on Γ, the associated GNS-representation gives a Hilbert
space H, together with a representation π : Γ→ U(H), and a unit cyclic vector ξ0 ∈ H, such
that τ(γ) = 〈π(γ)ξ0, ξ0〉 for all γ ∈ Γ. If we let M be the von Neumann algebra generated
by π(Γ), then the state M 3 x 7→ 〈xξ0, ξ0〉 (which we also denote by τ) is easily seen to be
a normal faithful tracial state on M , and hence M is finite.

If M is not a factor then there exists p ∈ P(M), a central projection, p 6= 0, 1. We then

have that τp(γ) = τ(pπ(γ))
τ(p) , and τ1−p(γ) = τ((1−p)π(γ)

τ(1−p) are again characters on Γ, which are

distinct from τ , and such that τ = τ(p)τp + τ(1− p)τ1−p. Conversely, if τ = ατ1 + (1−α)τ2

is a non-trivial convex combination and (πi,Hi, ξi) are the associate GNS-constructions for
i = 1, 2, then the diagonal representation γ 7→ π1(γ) ⊕ π2(γ) extends to an embedding of
M into B(H1) ⊕ B(H2). The trace M 3 x 7→ 〈xξ1, ξ1〉 then gives a trace on M which is
distinct from τ , and hence M is not a factor. Thus, we see that extreme points in the
space of characters correspond to unitary representations of Γ which generate a finite factor
[Tho64].

If we consider the character on Γ which is given by the Dirac function at the identity,
then the corresponding GNS-representation is the left-regular representation, and the corre-
sponding von Neumann algebra is the group von Neumann algebra LΓ. If π : Γ→ U(M) is
a representation into a tracial von Neumann algebra M , then this extends to an embedding
π̃ : LΓ→M if and only if we have τ ◦ π = δe.

If Σ C Γ is a normal subgroup and τ0 : Σ → T is a character, then this character may
be induced to a character on Γ by setting τ(γ) = 0 if γ 6∈ Σ, and τ(γ) = τ0(γ) otherwise.
If τ is an extreme character then so is τ0. If τ0 is an extreme character, then a sufficient
condition for τ is be extreme is if Γ/Σ is ICC, although this is not necessary in general.
If Γ has a non-trivial center Z(Γ), then any representation which generates a finite factor
π : Γ → U(M) must send Z(Γ) to the center Z(M) = C. Thus, any extreme point in the
space of character for Γ must also be extreme when restricted to Z(Γ) and hence χ = τ|Z(Γ)

is a homomorphism.

3 Induced actions and ergodicity

Let G be a locally compact group, and Γ < G a lattice. Suppose M is a finite von Neumann
algebra with a normal faithful trace τ , and θ : Γ → Aut(M, τ) is a trace preserving action
of Γ on M . We let α : G×G/Γ→ Γ be a cocycle corresponding to the identity map Γ→ Γ,
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e.g., α(g, x) = ψ(gx)−1gψ(x), where ψ : G/Γ→ G is a Borel section. We may then induce
the action of Γ on M to an action of G on L∞(G/Γ)⊗M as θ̃g(f)(x) = θα(g,g−1x)(f(g−1x)).

Since θ is trace preserving, we have that θ̃ preserves the trace on L∞(G/Γ)⊗M given by∫
⊗ τ .

We consider the action L : G → Aut(L∞G) (resp. R : G → Aut(L∞G) induced
by left (resp. right) multiplication. An alternate way to view the induced action of G
on L∞(G/Γ)⊗M is to consider the action of ΓyR⊗θL∞(G)⊗M . Fixing a Borel section
ψ : G/Γ → G then gives an isomorphism Ψ : L∞(G/Γ)⊗M → (L∞(G)⊗M)(R⊗θ)(Γ) by
Ψ(f)(g) = θψ(Γ)α(g−1,gΓ)(f(gΓ)). Under this isomorphism, the induced action of G on

L∞(G/Γ)⊗M translates to the action GyL⊗id(L∞(G)⊗M)(R⊗θ)(Γ) (see, e.g., [Zim84, Sec-
tion 4.2]).

An action of a group on a von Neumann algebra is ergodic if the fixed point subalgebra
is C. Note that from the isomorphism given by Ψ above, we have that the action ΓyθM is
ergodic if and only if the induced action Gyθ̃L∞(G/Γ)⊗M is ergodic.

Suppose H < G is a closed subgroup such that ΓH is dense in G. For O ⊂ G a non-
empty open subset we set ΓO = Γ ∩ OH, which is non-empty since ΓH is dense in G. For
x ∈ M we set Kx(O) = co{θγ(x) | γ ∈ ΓO}, and K̃x(O) = co{θγ−1(x) | γ ∈ ΓO}. For each
g ∈ G we let κx(g) (resp. κ̃x(g)) be the element of minimal ‖ · ‖2 in ∩O∈N (g)Kx(O) (resp.

∩O∈N (g)K̃x(O)), where N (g) denotes the set of open neighborhoods of g.

Proposition 3.1. Using the notation above, if the induced action HyL∞(G/Γ)⊗M is
ergodic, then κx(g) = τ(x) for all g ∈ G.

Proof. Using the isomorphism (L∞(G/Γ)⊗M)H ∼= (L∞(G)⊗M)H×Γ as described above,
ergodicity of the H action is equivalent to ergodicity of the H × Γ action on L∞(G)⊗M ,
where the action of H is given by h 7→ Lh⊗ id, and the action of Γ is given by γ 7→ Rγ⊗ θγ .

Note that κx : G → M is a bounded Borel map. Indeed, we have ‖κx(g)‖ ≤ ‖x‖ for
all g ∈ G, hence κx is bounded. If {gn}n∈N is a countable dense subset of G, then for each
O ∈ N (e) we may consider the simple function κx,O : G → M given by setting κx,O(g) to
be the unique element of minimal norm in Kx(gjO), where j is the smallest natural number
such that g ∈ gjO. Taking a sequence On ∈ N (e) such that ∩On = {e} we then have that
κx,On converges pointwise in the strong operator topology to κx, hence κx is Borel.

For g ∈ G, h ∈ H, γ ∈ Γ, and O ∈ N (g), we have θγ(Kx(O)) = Kx(γOh), hence it
follows that θγ(κx(g)) = κx(γgh).

Thus, κx ∈ (L∞(G)⊗M)H×Γ = C, and so κx(g) = τ(x) for almost every g ∈ G. As
{g ∈ G | κx(g) = τ(x)} is closed, it then follows that κx(g) = τ(x) for all g ∈ G.

We remark that when H C G is normal, then G/H acts on (L∞(G/Γ)⊗M)H and the
above proposition gives an identification between (L∞(G/Γ)⊗M)H and the G/H-algebra
as defined in [CP13, Section 4].
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In the sequel we will need to consider convex combinations of the form θγ−1(x) for
γ ∈ ΓO. In the case when H < G is normal we have κx(g) = κ̃x(g), and the above
proposition suffices. For the general case we have the following argument:

Proposition 3.2. Using the notation above, if the induced action HyL∞(G/Γ)⊗M is
ergodic, then κ̃x(g) = τ(x) for all g ∈ G.

Proof. Let ε > 0 be given. We claim that there exists U ∈ N (e) such that for all γ ∈ ΓU
we have ‖θγ(κ̃x(e))− κ̃x(e)‖2 = ‖κ̃x(e)− θγ−1(κ̃x(e))‖2 < ε.

Indeed, from the definition of κ̃x(e) there exists O ∈ N (e) such that if y is the element of
minimal norm in K̃x(O) then ‖κ̃x(e)− y‖2 < ε/2. We may write y as a convex combination
y =

∑
i αiθγ−1

i
(x) where γi = gihi with gi ∈ O, and hi ∈ H. If no such U existed, then there

would exist a sequence γ̃k = g̃kh̃k with h̃k ∈ H, and g̃k → e such that ‖y− θγ̃−1
k

(y)‖2 ≥ ε/4.

However, θγ̃−1
k

(y) =
∑

i αiθγ̃−1
k γ−1

i
(x), and since g̃k → e, for each i there exists large

enough k so that γiγ̃k = gi(hig̃kh
−1
i )hih̃k ∈ OH. It then follows from uniqueness of y that

‖y − θγ̃−1
k

(y)‖2 → 0, proving the claim.

From the claim it then follows that κ̃x(e) is the element of minimal ‖·‖2 in ∩O∈N (e)Kκ̃x(e)(O),
and it then follows from Proposition 3.1 that κ̃x(e) = τ(κ̃x(e)) = τ(x).

For γ ∈ Γ, h ∈ H, and O ⊂ G a non-empty open set, we have K̃x(γOh) = K̃θγ−1 (x)(O),

hence it follows that κ̃x(γh) = κ̃θγ−1 (x)(e) = τ(θγ−1(x)) = τ(x). Since ΓH is dense in G and

since {g ∈ G | κ̃x(g) = τ(x)} is closed, it then follows that κ̃x(g) = τ(x) for all g ∈ G.

4 Irreducible lattices in higher-rank groups

We fix the following notation throughout this section. Let A be a finite non-empty set, and
for each α ∈ A, let kα be a local field and let Gα be a non-trivial connected semi-simple
group defined over kα. Set Gα = Gα(k), and for any subset B ⊂ A denote GB =

∏
α∈B Gα.

We denote GA by G. The rank of G is given by rank(G) =
∑

α∈A rankkα(Gα).
We suppose Γ < G is an irreducible lattice, i.e., for every B ⊂ A, B 6= ∅, B 6= A, the

subgroup (Γ ∩GB) · (Γ ∩GA\B) is of infinite index in Γ.

Lemma 4.1. Suppose for each α ∈ A the group Gα is simply connected, kα-isotropic, and
almost kα-simple. Suppose that M is a finite von Neumann algebra with normal faithful
trace τ , and θ : Γ → Aut(M, τ) is a trace preserving action of Γ on M . Then the induced
action GyL∞(G/Γ)⊗M is irreducible, i.e., GαyL∞(G/Γ)⊗M is ergodic for each α ∈ A.

Proof. If |A| = 1, then this follows from ergodicity of the induced action, thus we may
assume |A| > 1. Fix α ∈ A and let B = A \ {α}. Then, as remarked above, we
have an identification between (L∞(G/Γ)⊗M)Gα and the GB-algebra, M0 ⊂ M . As GB
is a product of groups with the Howe-Moore property [HM79, Theorem 5.2] it follows
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from [CP13, Proposition 4.1 and Lemma 4.3] that the GB-algebra is trivial and hence
(L∞(G/Γ)⊗M)Gα = C.

For each α ∈ A we fix a maximal kα-split torus Sα in Gα and set S =
∏
α∈S Sα(kα). We

also fix P < G a minimal parabolic subgroup containing S and let V < P be its unipotent
radical. Let P be the opposite parabolic and by V its unipotent radical. We fix another
parabolic subgroup P0 � G such that P < P0. (Note that if rank(G) ≥ 2 and if Gα is
simply connected for each α ∈ A, then we have that G is generated by all such subgroups
[Mar91, Theorem I.2.3.1].) We let V0 be the unipotent radical of P0, and we let P0 and V0

be the corresponding opposite subgroups.
We let R0 be the reductive component of P0 containing S so that P0 = R0nV0, and we

set L0 = R0 ∩ V . We then have that L0 normalizes V0, and L0 ∩ V0 = {e} so that we have
an identification V = V0 o L0. For the convenience of the reader we include the example
when G = SLn(R) (see, e.g., [Mar91, Section II.3]).

Example 4.2. In the case when G = SLn(R) we may consider S the subgroup of diagonal
matrices, P the subgroup of upper triangular matrices, and V the subgroup of upper triangu-
lar matrices whose diagonal entries are 1. In this case P is the subgroup of lower triangular
matrices, and V is the subgroup of lower triangular matrices whose diagonal entries are 1.
If 1 ≤ j1 < j2 < · · · < jk = n, then P0 could consist of the block triangular matrices of
determinant 1 of the form 

A11 A12 · · · A1k

0 A22 · · · A2k

· · · · · · · · · · · ·
0 0 · · · Akk

 ,

where Ahh is a square matrix of order jh − jh−1 (here we assume j0 = 0). In this case, V0

consists of the block triangular matrices of the form
E1 A12 · · · A1k

0 E2 · · · A2k

· · · · · · · · · · · ·
0 0 · · · Ek

 ,

where Eh denotes the jh−jh−1 identity matrix, and R0 consists of the block diagonal matrices
of the form 

A11 0 · · · 0
0 A22 · · · 0
· · · · · · · · · · · ·
0 0 · · · Akk

 .

We then have that L0 is the subgroup of R0 whose block matrices Ahh are lower triangular
with diagonal entries equal to 1.
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The mapping V → G/P given by v 7→ vP gives rise to a measure space isomorphism
[Mar91, Lemma IV.2.2], so that the action of V on G/P transforms to left multiplication
on V , while the action of R on G/P transforms to the action induced by conjugation on V .
As V = V0oL0 we then have a measure space isomorphism between G/P and V0×L0, and
hence we obtain a corresponding isomorphism between von Neumann algebras L∞(G/P ) ∼=
L∞(V0)⊗L∞(L0). Moreover, the natural projectiion map G/P to G/P0 gives rise to an
embedding L∞(G/P0) ⊂ L∞(G/P ) which corresponds under the above isomorphism to
the natural embedding L∞(V0) ⊂ L∞(V0)⊗L∞(L0). Note that if h ∈ V0 o Z(R0), then
σh(f) = f for all f ∈ L∞(L0).

At the heart of Margulis’ factor theorem is his use of contracting automorphisms to show
that if f ∈ L∞(V0)⊗L∞(L0), then the Γ-invariant von Neumann subalgebra generated by
f contains the essential range of f when viewed as function from V0 to L∞(L0). This is a
consequence of the next lemma, which is implicit in Margulis’ proof. We include a proof
for completeness.

Lemma 4.3. [Mar91, Lemma IV.2.7] Suppose that for each α ∈ A, Gα is simply con-
nected, kα-isotropic, and almost kα-simple. If E ⊂ V0 has positive measure, then there exist
sequences {γn} ⊂ Γ and {hn} ⊂ V0 o Z(R0) such that γnh

−1
n → e, and ν(γnE)→ 1.

Proof. By [Mar91, Lemmas II.3.1, IV.2.5] there exists s ∈ Z(R0) such that Ints−1
|V0 and

Ints|V0 are contracting. Since Γ < G is irreducible, s acts ergodically on G/Γ by Moore’s

ergodicity theorem. Thus, for almost every v ∈ V0 we have that {Γvs−n | n ∈ N} is dense
[Mar91, Lemma IV.2.3]. We denote by F1 the set of such v ∈ V0. (Lemma IV.2.3 in [Mar91]
actually considers only V , however, as s ∈ Z(R0) the proof holds for V0 the same).

As Ints−1
|V0 is contracting, for almost every v ∈ V0 we have ν(snv−1E)→ 1. We denote

by F2 the set of such v ∈ V0. We fix v0 ∈ F1 ∩ F2. Since v0 ∈ F1 there exists a sequence
{γj} ⊂ Γ, and a subsequence {s−nj} such that γjv0s

−nj → e. Hence

lim
j→∞

ν(γjE) = lim
j→∞

ν(snjv−1
0 E) = 1.

Since hn = v0s
−nj ∈ V0 o Z(R0), this finishes the proof.

Suppose now that M is a finite factor with normal faithful trace τ , and π : Γ→ U(M)
is a homomorphism such that π(Γ)′′ = M . We set

B = L∞(G/P )⊗B(L2M) ∩ {σ0
γ ⊗ Jπ(γ)J | γ ∈ Γ}′,

which we view as the space of essentially bounded Γ-equivariant functions from G/P to
B(L2M), where the former has the Γ-action given by left multiplication, and the Γ-action
on the latter is given by conjugation by Jπ(γ)J . Note that B is injective [Zim77, Theorem
5.2].

We have the following operator algebraic consequence of Lemma 4.3:
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Lemma 4.4. Suppose that for each α ∈ A, Gα is simply connected, kα-isotropic, and
almost kα-simple. Using the notation above, suppose x = x∗ ∈ L∞(V0)⊗L∞(L0)⊗B(L2M)
and suppose x0 ∈ L∞(L0)⊗B(L2M) is in the V0-essential range of x, then there exists
y = y∗ ∈ B such that yP1̂ ∈ L∞(L0)⊗B(L2M), and P1̂yP1̂ = P1̂x0P1̂.

Proof. For each n ∈ N we let En ⊂ V0 be a positive measure subset such that x(vn)−x0 → 0
strongly whenever vn ∈ En. From Lemma 4.3 there exists sequences {γn} ⊂ Γ and {hn} ⊂
V0 o Z(R0) such that γnh

−1
n → e, and ν(γnEn)→ 1.

Hence, for all ξ ∈ L2(V0 × L0) and η ∈ L2M we have

‖1γnEn(σγn(x)− x0)ξ ⊗ η‖ ≤‖1γnEn(σγn(x− x0))ξ ⊗ η‖+ ‖1γnEn(σγnh−1
n

(x0)− x0)ξ ⊗ η‖

= (

∫
γnEn

‖(σγn(x− x0))η‖22|ξ|2)1/2

+ ‖1γnEn(σγnh−1
n

(x0)− x0)ξ ⊗ η‖ → 0.

Therefore, 1γnEn(σγn(x)−x0)→ 0 strongly. Since ν(γnEn)→ 1, we then have that 1γnEn →
1 strongly, and hence σγn(x)→ x0 strongly.

We let y ∈ B be a weak operator topology cluster point of the set {π(γn)xπ(γ−1
n )}. It

then follows that yP1̂ is a weak operator topology cluster point of

{π(γn)xπ(γ−1
n )P1̂} = {(π(γn)(Jπ(γn)J))(Jπ(γ−1

n )J)x(Jπ(γn)J)P1̂}
= {(π(γn)(Jπ(γn)J))σγn(x)P1̂}.

Since σγn(x)→ x0 strongly, we then have that yP1̂ is a weak operator topology cluster point
of {(π(γn)(Jπ(γn)J))x0P1̂} ⊂ L∞(L0)⊗B(L2M), thus y ∈ B, and yP1̂ ∈ L∞(L0)⊗B(L2M).

Similarly, P1̂yP1̂ is a weak operator topology cluster point of

{P1̂π(γn)xπ(γ−1
n )P1̂} = {P1̂σγn(x)P1̂}

and hence P1̂yP1̂ = P1̂x0P1̂.

We remark that the case P0 = P in the previous lemma is also of interest. Indeed, in
this case we have L0 = {e}, and hence the y produced above satisfies yP1̂ ∈ B(L2M). In
fact, it is not hard to see in this case that we actually have y ∈ M ⊂ B (see the proof
of Lemma 5.2 below), and y − π(γn)xπ(γn) → 0 weakly. This is similar to Lemma 3.1 in
[CP13], from which followed the key rigidity properties used in that work.

Theorem 4.5. Suppose rank(G) ≥ 2, and for each α ∈ A the group Gα has no kα-
anisotropic factors, then either π is induced from a character on Z(Γ), or else M is injective.
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Proof. By Margulis’ Arithmeticity Theorem [Mar91, Theorem IX.1.11], passing to a com-
mensurate lattice we may assume that each Gα is simply connected, kα-isotropic, and almost
kα-simple.

Suppose that x = x∗ ∈ B. Fix P < G a minimal parabolic subgroup and P < P0 � G.
Using the decomposition described above we may consider x ∈ L∞(V0)⊗L∞(L0)⊗B(L2M).
Let x0 ∈ L∞(L0)⊗B(L2M) be in the V0-essential range of x. By Lemma 4.4 there exists
y = y∗ ∈ B such that yP1̂ ∈ L∞(L0)⊗B(L2M), and P1̂yP1̂ = P1̂x0P1̂.

By Proposition 4.1 the action GyL∞(G/Γ)⊗M is irreducible, and hence by Moore’s
ergodicity theorem the action restricted to V0oZ(R0) is ergodic (this group is non-compact
since P0 6= G). By Proposition 3.2, for every open neighborhood O ⊂ G of e, setting
ΓO = Γ ∩O(V0 o Z(R0)) we have τ(x) ∈ co{π(γ−1)xπ(γ) | γ ∈ ΓO}.

If π is not induced from a character on Z(Γ) there exists γ0 ∈ Γ \ Z(Γ) such that
α0 = τ(π(γ0)) 6= 0. Thus, for each open neighborhood O ⊂ G of e there exists 0 ≤ αi ≤ 1,∑n

i=1 αi = 1, and γi ∈ ΓO such that

[σ0
γ0 ⊗ α0, P1̂x0P1̂] = [σ0

γ0 ⊗ α0, P1̂yP1̂]

∼
n∑
i=1

αiP1̂[σ0
γ0 ⊗ Jπ(γ−1

i γ0γi)J, y]P1̂,

where the approximation above is in the strong operator topology. We may write γi = gihi
where gi ∈ O, and hi ∈ V0 o Z(R0), and since yP1̂, P1̂y ∈ L∞(L0)⊗B(L2M), we have that
σhi(yP1̂) = yP1̂, and σhi(P1̂y) = P1̂y. Taking O to be a small enough neighborhood, we then
have the strong operator topology approximations σγi(yP1̂) ∼ yP1̂, and σγi(P1̂y) ∼ P1̂y.

It follows that we then have the weak operator topology approximation

[σ0
γ0 ⊗ α0, P1̂x0P1̂] ∼

n∑
i=1

αiP1̂[σ0
γ0 ⊗ Jπ(γ−1

i γ0γi)J, (σ
0
γi ⊗ 1)y(σ0

γ−1
i
⊗ 1)]P1̂

=

n∑
i=1

αiP1̂(σ0
γi ⊗ 1)[σ0

γ−1
i γ0γi

⊗ Jπ(γ−1
i γ0γi)J, y](σ0

γ−1
i
⊗ 1)P1̂ = 0.

Hence, we conclude that [σ0
γ0 ⊗ α0, P1̂x0P1̂] = 0, and since α0 6= 0 we then have that

[σ0
γ0 ⊗ 1, P1̂x0P1̂] = 0.

Hence σγ0(P1̂x0P1̂) = P1̂x0P1̂, and since τ(π(γγ0γ
−1)) = τ(π(γ0)) the same argument

shows that σγ(P1̂x0P1̂) = P1̂x0P1̂ for all γ ∈ 〈〈γ0〉〉, the normal closure of γ0. Since γ0 6∈
Z(Γ), Margulis’ normal subgroup theorem shows that 〈〈γ0〉〉 is finite index in Γ and hence
acts ergodically on L∞(G/P ). Thus, we have P1̂x0P1̂ ∈ P1̂B(L2M)P1̂ = CP1̂.

As x0 was an arbitrary element in the essential range of x, we conclude that P1̂xP1̂ ∈
L∞(V0)⊗CP1̂, and, as x was an arbitrary self-adjoint element, we then have P1̂BP1̂ ⊂
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L∞(V0)⊗CP1̂. If a, b ∈ M and z ∈ B, we then have 〈zâ, b̂〉 = 〈(b∗za)1̂, 1̂〉 ∈ L∞(V0), and
hence it follows that B ⊂ L∞(V0)⊗B(L2M) = L∞(G/P0)⊗B(L2M).

However, P0 was an arbitrary parabolic such that P < P0 � G. Since rank(G) ≥ 2,
G is generated by all such subgroups [Mar91, Theorem I.3.2.1] and we therefore have B ⊂
B(L2M). Thus, B = B(L2M) ∩ {Jπ(γ)J | γ ∈ Γ}′ = M , and hence M is injective.

Proof of Theorem A. Since Z(G) = {e}, we have that Z(Γ) = {e}. Thus, if π does not
extend to an isomorphism LΓ

∼−→M , then by Theorem 4.5 we have that M is injective. As
G has property (T) so does Γ [Kaž67], and hence we must then have that π(Γ) is precompact
in the strong operator topology [CJ85, Rob93]. Hence M = π(Γ)′′ must be type I, and since
it is a factor it must be finite dimensional.

5 Irreducible lattices in products

The techniques developed above for irreducible lattices in semi-simple groups can be adapted
to give similar results for irreducible lattices in products in a spirit similar to Bader and
Shalom’s results for normal subgroups [BS06] (see also [Cre13]).

Throughout this section G1 and G2 will denote non-compact second countable locally
compact groups, G = G1 ×G2, and pi : G→ Gi the projection onto Gi. We also fix Γ < G
an irreducible lattice, i.e., pi(Γ) < Gi is dense for i = 1, 2. We fix M a finite factor with
normal faithful trace τ , and π : Γ→ U(M) a homomorphism such that π(Γ)′′ = M .

Analogous to Margulis’ Lemma (Lemma 4.3 above), we have the following lemma which
is adapted from Proposition 2.4 in [CS12]:

Lemma 5.1. Suppose µ ∈ Prob(G1) is absolutely continuous with respect to Haar measure,
and let G1y(B, η) be the corresponding boundary action. Then for any E ⊂ B, such that
η(E) > 0, there exists a sequence γn ∈ Γ such that p2(γn)→ e, and η(p1(γn)E)→ 1.

Proof. Fix K1 < G1 a compact subset with non-empty interior, K2 ⊂ G2 a compact neigh-
borhood of the identity, and consider F = (K1 ×K2)Γ ⊂ G/Γ. If we denote by m the G-
invariant probability measure on G/Γ, then by Kakutani’s random ergodic theorem [Kak51]
we have that

lim
N→∞

1

N

N∑
n=1

1F (ω−1
n · · ·ω−1

1 z) = m(F ) > 0

for m-almost every z ∈ G/Γ, and µN-almost every {ωn} ∈ GN1 . Thus, for some z0 ∈ K1×K2

we have that for µN-almost every {ωn} ∈ GN1 the sequence {ω−1
n ω−1

n−1 · · ·ω
−1
1 } intersects

(K1 ×K2)Γz−1
0 infinitely often.

If E ⊂ B such that η(E) > 0 then

µN({{ωn} ∈ GN1 | lim
n→∞

η(ω−1
n · · ·ω−1

1 p1(z0)E) = 1}) = η(p1(z0)E) > 0.
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Hence, there exists {ωn} ∈ GN1 such that {ω−1
n ω−1

n−1 · · ·ω
−1
1 } intersects (K1 × K2)Γz−1

0

infinitely often, and limn→∞ η(ω−1
n · · ·ω−1

1 p1(z0)E) = 1.
We may therefore choose hj ∈ K1 × K2, γj ∈ Γ, and a subsequence {ωnj}, such that

ω−1
nj · · ·ω

−1
1 = hjγjz

−1
0 . We then have p2(γj) = p2(h−1

j z0) ∈ K2
2 , and

lim
j→∞

η(p1(γj)E) = lim
j→∞

η(p1(hj)ω
−1
nj · · ·ω

−1
1 z0E) = 1.

As K2 was an arbitrary compact neighborhood of the identity, a diagonalization argument
then gives the result.

For products, we may strengthen Lemma 4.4 to give the following:

Lemma 5.2. Suppose µ ∈ Prob(G1) is absolutely continuous with respect to Haar mea-
sure, and let G1y(B, η) be the corresponding boundary action. Let G2y(Y, ν) be a quasi-
invariant action, and set

B = (L∞(B, η)⊗L∞(Y, ν)⊗B(L2M)) ∩ {σ0
γ ⊗ Jπ(γ)J | γ ∈ Γ}′.

If x ∈ B and x0 ∈ L∞(Y, ν)⊗B(L2M) is in the B-essential range of x, then there exists
y ∈ B ∩ (L∞(Y, ν)⊗B(L2M)) such that P1̂yP1̂ = P1̂x0P1̂.

Proof. Let x ∈ B and x0 ∈ L∞(Y, ν)⊗B(L2M) be as above. Using Lemma 5.1, and an
argument identical to the beginning of the proof of Lemma 4.4, we may obtain a sequence
{γn} ⊂ Γ such that P2(γn)→ e, and σγn(x)→ x0 in the strong operator topology.

Let y be any weak operator topology cluster point of {π(γn)xπ(γ−1
n )}n∈N. Again, just as

in the proof of Lemma 4.4, we see that yP1̂ ∈ B∩(L∞(Y, ν)⊗B(L2M)), and P1̂yP1̂ = P1̂x0P1̂.
To see that, in fact, y ∈ B ∩ (L∞(Y, ν)⊗B(L2M)), we fix γ ∈ Γ. Then

yP
π̂(γ)

= yπ(γ)P1̂π(γ)

= Jπ(γ−1)J(Jπ(γ)JyJπ(γ−1)J)P1̂π(γ)

= Jπ(γ−1)Jσγ−1(yP1̂)π(γ) ∈ L∞(Y, ν)⊗B(L2M).

Since γ ∈ Γ was arbitrary, we then have y = y(∨γ∈ΓPπ̂(γ)
) ∈ L∞(Y, ν)⊗B(L2M).

The replacement for Proposition 3.2 above is Theorem 4.4 from [CP13]. Combining this
with the previous two lemmas, we then obtain the following result:

Theorem 5.3. Suppose that G1 and G2 are non-compact second countable locally compact
groups, and Γ < G1×G2 is an irreducible lattice. Suppose that any trace preserving ergodic
action of Gi on a finite von Neumann algebra must be properly outer when restricted to Γ.
If M is a finite factor and π : Γ → U(M) is a homomorphism such that π(Γ)′′ = M , then
either M is injective, or else π extends to an isomorphism LΓ

∼−→M .
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Proof. For i = 1, 2, take µi ∈ Prob(Gi) absolutely continuous with respect to Haar measure
and let Giy(Bi, ηi) be the corresponding boundary actions.

We let

B = L∞(B1 ×B2, η1 × η2)⊗B(L2M) ∩ {σ0(γ)⊗ Jπ(γ)J | γ ∈ Γ}′.

The action Gy(B1 × B2, η1 × η2) is amenable [Fur63], and hence B is injective [Zim77,
Theorem 5.2].

Suppose that π does not extend to an isomorphism LΓ
∼−→ M , and fix x ∈ B. If we

let x0 ∈ L∞(B2, η2)⊗B(L2M) be in the B1-essential range of x, then by Lemma 5.2 there
exists y ∈ B ∩ (L∞(B2, η2)⊗B(L2M)) such that P1̂yP1̂ = P1̂x0P1̂.

By [CP13, Theorem 4.4] we have that y ∈ M , and hence P1̂x0P1̂ ∈ CP1̂. As x0 was an
arbitrary element in the essential range of x, it then follows that P1̂xP1̂ ∈ L∞(B1, η1)⊗CP1̂.
As x was arbitrary, we then have P1̂BP1̂ ⊂ L∞(B1, η1)⊗CP1̂, and since M ⊂ B, for all
unitaries a, b ∈ U(M) we have PâBPb̂ = aP1̂BP1̂b

∗ ⊂ L∞(B1, η1)⊗B(L2M).
Hence, B ⊂ L∞(B1, η1)⊗B(L2M), and by symmetry we also have B ⊂ L∞(B2, η2)⊗B(L2M).

Thus B ⊂ B(L2M) ∩ {Jπ(γ)J | γ ∈ Γ}′ = M , and hence, M = B is injective.

Proof of Theorem B. By Theorem 5.3 it is enough to show that if M is injective, then it
must be finite dimensional. As G1 has property (T), and M is injective, for any compact
open subset O ⊂ G2, if we set ΓO = Γ ∩ (G1 ×O), then π(ΓO) is precompact in ‖ · ‖2. The
result then follows from Proposition 6.1 in [CP13].
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