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## Introduction

## What is this book about

Analyzing proofs of results about various algebraic objects (groups, semigroups, rings), it is easy to notice two types of results: syntactic results involving words, automata, languages, and semantic results involving algebraic properties of subalgebras and homomorphic images, geometric properties of certain associated objects (graphs, manifolds, and more complicated metric spaces), dynamical properties of associated actions, etc. One of the goals of this book is to demonstrate deep connections between syntax and semantics and show how syntax and semantics interact when we study fundamental questions concerning algebras. These include the Burnside-type questions (what makes an algebra finite?), the questions about growth (how large is an infinite algebra?), the finite basis question (can this class of algebras be nicely described?).

The interaction between syntax and semantics is mutually beneficial. Sometimes syntax "helps" semantics. For example combinatorics of words and their 2-dimensional images - diagrams - helps solve Burnside-type problems and show that certain semigroups, groups and rings are infinite or finite. On the other hand semantic information about algebraic structures helps proving that they have or do not have finite bases of identities. Sometimes in order to prove syntactic results one needs to study semantic properties of associated objects. For example, in order to describe "avoidable identities" of semigroups, one needs semantic properties of subshifts associated with certain infinite sets of words.

## What is in the book

The book has five chapters. The first chapter contains basic general definitions from algebra, language theory and symbolic dynamics that are used in the book. The main recurrent topics of this book: Burnside problems, growth of algebras, the finite basis property are also introduced there.

The second and third chapters contain results about avoidable words and identities, including the description of semigroup varieties where the Burnside problem has positive solution. Although the results are about words, the methods are semantic: with every infinite semigroup, one can associate a certain subshift, and recurrence properties of that subshift are used to establish algebraic properties of the semigroup. The third chapter contains Trahtman's recent (but already famous) proof of the old road coloring conjecture by Adler, Goodwyn and Weiss. The conjecture has its origin in dynamical systems but the proof is basically syntactic and belongs essentially to semigroup theory. The third
chapter also contains applications of road coloring to classification of subshifts of finite type.

The fourth chapter is about the Burnside and growth properties for associative rings, and a big part of the fifth chapter is devoted to the same properties for groups.

In particular, Chapter 4 includes short proofs of the celebrated Shirshov height theorem, the classical result by Dubnov, Ivanov, Nagata and Higman about local finiteness of rings satisfying nil identities, the Kruse-L'vov theorem about finite bases of identities of finite rings, and Belov-Kanel's counterexample for the Specht problem (that problem was one of the main problems that inspired the whole theory of varieties of rings). Gelfand-Kirillov dimension of associative algebras with polynomial growth is also considered there.

Chapter 5 starts with showing how to convert words that are equal to 1 in a group into 2-dimensional pictures - van Kampen diagram and back. Greendlinger's theorem about Dehn-Greendlinger's algorithm for small cancellation groups is proved next, which is followed by a discussion of various syntactic properties of hyperbolic groups. Grigorchuk's example of a group of intermediate growth (a solution of Milnor's problem) and the Bass-Guivarc'h computation of the growth functions of finitely generated nilpotent groups are also in that chapter. The chapter also includes, for the first time in the literature, a "road map" of a proof (due to Olshanskii) of one of the most important results in group theory: the Novikov-Adian theorem that there are infinite finitely generated groups of finite exponent. The main goal of the road map is to give the reader a relatively short and gentle introduction (the main ideas, methods, and "points of interest") to the very difficult original proof. Chapter 5 ends with a section about amenable groups. In particular, a solution (due to Adian) of the von Neuman-Day problem is explained there.

One of our goals in the book is to show that different algebraic objects have quite similar syntactic features and are strongly related. In order to do that we use several tools and objects as "recurring characters" throughout the book. For example, full binary trees are used in describing terms of free non-associative algebras, in one of the definitions of the R . Thompson group $F$, and in the proof that Grigorchuk's group has intermediate growth. Zimin words play a crucial role in studying Burnside properties of semigroups, in the definition of Baer radical in rings, etc. Zimin words even appeared, at least in spirit, in Olshanskii's proof of the Novikov-Adian theorem (Section 5.2.3) and as Zel'manov's words in one of the important applications of Zel'manov's solution of the restricted Burnside problem. Uniformly recurrent words (which have origin in symbolic dynamics) are used to study Burnside-type and finite basis properties of semigroups and inverse semigroups. Finite automata of several kinds as well as Church-Rosser rewriting systems also appear throughout the book.

This book is not only about results but also about methods. There are several "universal" methods used in many proofs in the book. For example, rewriting systems are often used to find canonical forms of words and other objects. The diversity of interconnected subjects discussed in the book is manifested in the fact that this is one of a very few books where both the ergodic
theorem of George Birkhoff and the HSP theorem of Garrett Birkhoff are used (Theorems 3.9.14 and 1.4.27).

## What is not in the book

The main purpose of the book is to cover the foundations of combinatorial algebra and several important applications. The largest area that is barely touched in the book is "Algorithmic problems in algebra", in particular the word problem. The reason is that the area is so large that it requires a separate book (the survey by Kharlampovich and Sapir [177] is 250 pages long and does not even mention the most important results in the area obtained during the last 15 years).

## For whom is the book written

I have tried to make the book self-contained. Basically any undergraduate student who took standard Linear Algebra and Abstract Algebra classes can read this book. I taught courses based on this book for undergraduate as well as graduate students, and even a 6 -week course on avoidable words (Chapters 1, 2, 3) for high school students in one of the Canada/USA Mathcamps. In short, no significant knowledge of mathematics is required. Nevertheless problem solving experience and certain mathematical maturity would definitely help reading the book.

## Exercises

The book contains more than 350 exercises. Some of them are easy, others are relatively hard. Although I do not provide solutions, harder exercises contain hints, which should help find solutions. In some cases I decided that it would be instructive to let the reader prove a theorem on his/her own, so the proof is divided into a series of exercises, each of which is not too difficult. Also quite often I formulate a statement that is almost, but not quite, obvious. After such a statement I write "why?" or "prove it!". These are little exercises, which help, I hope, understand the proofs better. These usually replace the phrases like "It is easy to see that..." and "By a straightforward computation we obtain ...", which are often used in mathematical texts and which I find intimidating. The exercises "embedded" in the proofs in the book contain technical statements whose proofs can be skipped if the reader wants to learn the main ideas of the proofs as opposed to all the details of it. If I gave detailed proofs of all the exercises, the book would become twice or three times as long while containing essentially the same information.

## Further reading and open problems

Chapters 2-5 end with sections "Further reading and open problems". These are surveys of main recent results and open problems in the relevant areas. Each of the open problem formulated there can be a topic of a PhD thesis.

Acknowlegement. I would like to thank Miklos Abért,, Laurent Bartholdi , Alexei Belov-Kanel, George Bergman, Mikhail Ershov, Rostislav Grigorchuk, Yves Guivarc'h, Susan Hermiller, Tony Huynh, David Galvin, Alexei Krasilnikov, Gerry Myerson, Ralph McKenzie, George McNulty, Sasho Nikolov, Jan Okniński, Alexander Olshanskii, Olga Sapir, Lev Shevrin, Lev Shneerson, Arseny Shur, Vladimir Trofimov, Benjamin Weiss for their help.

Several people, including Samuel Corson, Arman Darbinyan, Gili Golan, Mikhail Kharitonov, Inna Mikhailova, Jordan Nikkel, Olga Sapir, Lev Shevrin, Mohammad Shahryari found many misprints and errors in the original text of the book and gave many useful suggestions, which improved the book.

I am especially grateful to Victor Guba for his notes on Olshanskii's proof of the Novikov-Adian theorem, and to Mikhail Volkov for writing about the road coloring problem, the Baer radical, the Kruse-L'vov theorem, and his important contributions to several other sections of the book. The work on the book was partially supported by NSF and BSF.

## CHAPTER 1

## Main definitions and basic facts

This chapter introduces the main characters that will appear in this book: sets, words, graphs, automata, rewriting systems, various kinds of (universal) algebras, varieties, free algebras (including free semigroups and groups) and subshifts. We also introduce the main properties of algebras that we are interested in: the Burnside property, the finite basis property, properties of the growth function and the growth series, etc.

Theorems proved in this chapter include the following:

- Theorem 1.2.16 of Fine and Wilf showing that a periodic word knows its period,
- Theorem 1.4.30 of Jónsson and Tarski showing that most relatively free algebras know their ranks,
- Theorem 1.4.40 of Baker, McNulty and Werner giving many examples of inherently non-finitely based finite algebras,
- George Birkhoff's recurrence Theorem 1.6.2,
- Hedlund's Theorem 1.6 .12 characterizing homomorphisms of subshifts,
- Newman's diamond Theorem 1.7.10 about confluent rewriting systems,
- Levi's Theorem 1.8 .6 characterizing free semigroups,
- Klein's ping-pong Theorem 1.8 .31 about free groups,
- Magnus' Theorem 1.8.36 about the orderability of free groups,
- Theorem 1.8.38 of Chomsky and Schützenberger about the growth series of a rational language.


### 1.1. Sets

We will use standard notions related to sets such as subsets, their intersection, union and complements, permutations of sets, and maps between subsets: injective (one-to-one), surjective (onto) and bijective. We will also use standard notions from basic arithmetic such as prime numbers, factorials, modular arithmetic. These notions are studied in any undergraduate Abstract Algebra course and should be known to the reader. To refresh the memory of the reader, we included some exercises below. We will refer to these exercises later.

## Exercise 1.1.1. Prove that

- the number of subsets of an $n$-element set is $2^{n}$,
- the number of permutations of an $n$-element set is $n$ !,
- the number of maps from an $n$-element set to an $m$-element set $m^{n}$,
- the number of $k$-element subsets of an $n$-element set (i.e., the binomial coefficient $\binom{n}{k}$ ) is $\frac{n!}{k!(n-k)!}$.

Exercise 1.1.2. Find a formula for the number of partial maps from an $n$-element set $A$ to itself (i.e., the number of maps from subsets of $A$ into $A$ ).

Exercise 1.1.3. Prove that if $p, n$ are integers, $p$ is a prime and $0<n<p$, then $\binom{p}{n}$ is divisible by $p$.

Exercise 1.1.4. Prove the Pascal triangle formula $\binom{n-1}{k}+\binom{n-1}{k-1}=\binom{n}{k}$.
Let $A_{i}, i \in I$, be sets. The Cartesian product (named after René Descartes) $\prod_{i \in I} A_{i}$ of $A_{i}\left(I\right.$ is an arbitrary set of indices) is the set functions $f: I \rightarrow \cup A_{i}$ such that $f(i) \in A_{i}$ for every $i \in I$. For every $i \in I$, the value $f(i)$ is called the $i$ th coordinate of $f$. If $I$ is almost countable then one can view $\prod_{i \in I} A_{i}$ as the set of sequences $\left(a_{i}\right)$, where $a_{i} \in A_{i}, i \in I$. If all $A_{i}$ are equal to $A$, then $\prod_{i \in I} A_{i}$ is called a Cartesian power of $A$ and is denoted by $A^{I}$. If $I=\{1,2, \ldots, n, \ldots\}$, then we shall sometimes write $A_{1} \times A_{2} \times \cdots \times A_{n} \ldots$ instead of $\prod_{i \in I} A_{i}$.

A binary relation on $A$ is a subset of $A^{2}=\left\{\left(a_{1}, a_{2}\right) \mid a_{1}, a_{2} \in A\right\}$. Sometimes instead of the notation $(a, b) \in \sigma$ we use $a \sigma b$. A binary relation $\sigma$ is called

- transitive if $(a, b) \in \sigma,(b, c) \in \sigma \rightarrow(a, c) \in \sigma$ for every $a, b, c \in A$;
- reflexive if $(a, a) \in \sigma$ for every $a \in A$;
- symmetric if $(a, b) \in \sigma \rightarrow(b, a) \in \sigma$ for every $a, b \in A$;
- anti-symmetric if $(a, b) \in \sigma,(b, a) \in \sigma \rightarrow a=b$ for every $a, b \in A$;
- equivalence if it is transitive, reflexive and symmetric;
- partial order if it is transitive, reflexive and anti-symmetric;
- total order if it is a partial order and $(a, b) \in \sigma$ or $(b, a) \in \sigma$ for every $a, b \in A$.
Every equivalence relation on $A$ divides $A$ into disjoint equivalence classes; two elements $a, b$ are in the same class if $(a, b) \in \sigma$.

Exercise 1.1.5. Prove that equivalence classes are disjoint and cover the whole $A$, i.e., they form a partition of $A$, and, conversely, every partition of $A$ into disjoint subsets defines an equivalence relation on $A$.

The equivalence relation $=$ where every equivalence class is a singleton is called the trivial equivalence relation.

For every map $f: X \rightarrow Y$, the binary relation $\sigma$ on $X$ defined by $(a, b) \in \sigma$ if $f(a)=f(b)$ is an equivalence relation called the kernel of $f$. The map $f$ is injective if the kernel is the trivial equivalence relation. The map $f$ is surjective if $f(X)=Y$. In this case we can identify $Y$ with the set of equivalence classes of the kernel of $f$, denoted by $X / \sigma$ : we identify an equivalence class containing $a$ with $f(a)$.

If $\sigma$ is some set of pairs from $A^{2}$, then the smallest equivalence relation $\bar{\sigma}$ containing $\sigma$ is called the equivalence generated by $\sigma$.

Exercise 1.1.6. Show that $\bar{\sigma}$ consists of all pairs $(a, b)$ such that either $a=b$ or there exists a sequence of elements $x_{0}=a, x_{1}, \ldots, x_{n}=b$ such that for every $i=0, \ldots, n-1$ either $\left(x_{i}, x_{i+1}\right) \in \sigma$ or $\left(x_{i+1}, x_{i}\right) \in \sigma$.

Recall also Zorn's lemma about partial orders.

Lemma 1.1.7. Suppose $\leq i s$ a partial order on a set $A$ such that every totally ordered subset $B \subseteq A$ has an upper bound, i.e., an element $a \in A$ such that $b \leq a$ for every $b \in B$. Then $A$ has a maximal element i.e., an element $m$ such that $m \leq a \rightarrow m=a$ for every $a \in A$.

Note that we are not using the full capacity of Zorn's lemma in this book: only sets of relatively small cardinalities appear here.

If $f$ is a bijective map from $X$ to $X$ (i.e., a permutation of $X$ ), then we can consider positive and negative powers $f^{n}$ of $f, n$ an arbitrary integer, i.e., compositions of $f$ or $f^{-1}$ with itself several times. There is a useful equivalence relation on $X$ associated with $f: x \sim y$ if some power $f^{n}$ of $f$ takes $x$ to $y$. The equivalence classes of this relation are called the orbits of $f$.

We will also use, in a very limited manner, some basic notions from topology: distance functions (metrics), compact topological spaces, continuous functions. Sometimes we shall mention manifolds. But if the reader does not know what manifolds are, it is always enough to think of a torus (the surface of a donut) or a sphere (the surface of a ball). A couple of times, we will use polynomials in one variable and power series.

### 1.2. Words

1.2.1. The origin of words. In this book we consider words (i.e., finite strings of symbols), infinite words (i.e., infinite to the right strings of symbols), and bi-infinite words (i.e., infinite to both directions strings of symbols).

There are at least three different sources of words in mathematics: algebra, combinatorics and topology. Each of the following three examples showing various sources of words will be used later in the book.

Example 1.2.1. Take any semigroup $S$, and let $X$ be a generating set of $S$ (for definitions see Sections 1.4.1, 1.4.1.3). Then every element $a$ of $S$ is a product of elements of $X: \quad a=x_{1} x_{2} \cdots x_{n}$. Therefore every element of $S$ is represented by a word in the alphabet $X$. Important questions: What is the minimal length of a word representing $a$ (i.e., the length of $a$ )? Given two words, do they represent the same element of the semigroup (the word problem)? There are many more questions like these.

Example 1.2.2. Take any partition of the first $m$ positive integers:

$$
\{1, \ldots, m\}=P_{1} \cup P_{2} \cup \cdots \cup P_{n}
$$

Take an $n$-element alphabet $\left\{p_{1}, p_{2}, \ldots, p_{n}\right\}$. Label each number from 1 to $m$ that belongs to $P_{i}$ by the letter $p_{i}$. Now read these labels as you scan the numbers from 1 to $m$, and you get a word. For example, the word $p_{1} p_{2} p_{1} p_{2} p_{1}$ corresponds to the partition $\{1,2,3,4,5\}=\{1,3,5\} \cup\{2,4\}$.

Example 1.2.3. Take any manifold $M$ and divide it into $n$ pieces $M_{1}, M_{2}$, $\ldots, M_{n}$. Again, associate a letter $m_{i}$ with every piece $M_{i}$. Suppose that you are traveling on this manifold. Every hour write down a letter that corresponds to the region that you are visiting. After $m$ hours you will get a word of length $m$. For example, you can drive along the US Interstate 80 from Chicago (IL)
to Lincoln (NE) with a speed of 65 miles per hour and every hour write down the two letter abbreviation of the name of the state you are in. Then you will probably get the following word:

## ILILIAIAIAIAIANENE

(the author has performed this experiment himself).
Example 1.2 .2 is a particular case of Example 1.2 .3 , Take the interval $[1, m]$ of real numbers, divide it according to the partition $P$, and travel from 1 to $m$ with a constant speed of 1 unit interval in 1 hour.

In fact all three ways of getting words are closely related. This will become clear later in the book.
1.2.2. The free semigroup. Any set $X$ can be viewed as an alphabet. In this case the elements of $X$ are called symbols or letters, and words with letters from $X$ are called words over the alphabet $X$. Two words $u$ and $v$ are equal, denoted $u \equiv v$, if they are identical.

Given two words $u$ and $v$, we can create a new word by first writing $u$ and then $v$. The new word is called the result of concatenating $u$ and $v$ and is denoted by $u v$. For example, if $u \equiv a b b a$ and $v \equiv x y z$, then $u v \equiv a b b a x y z$.

This operation is clearly associative (i.e., $(u v) w=u(v w)$ for every three words $u, v, w$ ), so the set of all words in $X$, usually denoted by $X^{*}$, is a semigroup. The most distinguished member of $X^{*}$ is of course the empty word, i.e., the word containing no symbols. We denote the empty word by 1 . It is clear that $1 u \equiv u 1 \equiv u$ for any $u \in X^{*}$. Thus $X^{*}$ is actually a monoid (a semigroup with an identity element). Sometimes we need to avoid the empty word. The set of all nonempty words over $X$ is denoted by $X^{+}$. This is also a semigroup of course.

The monoid $X^{*}$ is called the free monoid over $X$, and the semigroup $X^{+}$is called the free semigroup over $X$. If $n$ is a positive integer and $u$ is a word, then the $n$-th power of $u, u^{n}$, is $\underbrace{u u \ldots u}_{n}$.

Exercise 1.2.4. Prove that if $X$ consists of one element, then $X^{+}$is isomorphic (see the definition of isomorphism in Section 1.4.1 below) to the additive semigroup of positive integers and $X^{*}$ is isomorphic to the monoid of nonnegative integers.

A word can be viewed geometrically as a linear diagram (a labeled path). Let $u$ be a word of length $n$. Take a horizontal straight line $\mathbf{R}$. Take an interval on $\mathbf{R}$ and divide it into a union of $n$ subintervals. Orient each of these subintervals from left to right, and label them by letters from $u$. The result is denoted by $\varepsilon(u)$. Later on we shall introduce 2-dimensional diagrams, which can be viewed as 2 -dimensional words.

Let $u$ be a word over an alphabet $X$. Then the content of $u$, $\operatorname{cont}(u)$, of $u$ is the set of all letters occurring in $u$. The length of $u$, denoted by $|u|$, is the number of letters in $u$ (counting the repetitions). For example, if $u \equiv a b b a a$, then the content of $u$ is $\{a, b\}$ and $|u|=5$.

If $u \equiv v_{1} v_{2} v_{3}$ for some words $v_{1}, v_{2}, v_{3}$, then $v_{1}, v_{2}, v_{3}$ are called subwords of $u, v_{1}$ is called a prefix of $u$, and $v_{3}$ is called a suffix of $u$. If $v$ is a subword of $u$, then we shall write $v \leq u$. A word $v$ can occur several times in $u$. Sometimes we need to specify a specific occurrence of $v$. An occurrence of a subword $v$ in $u$ is completely determined by the word $v$ itself, a prefix of $u$, and a suffix of $u$. So if $u \equiv v_{1} v v_{2}$, then the corresponding occurrence of $v$ will be denoted by the triple $\left(v_{1}, v, v_{2}\right)$. For example, the word abbaabaa has two occurrences of the word aa: ( $a b b, a a, b a a$ ) and ( $a b b a a b, a a, 1$ ).

We say that a nonempty word $u$ overlaps with a nonempty word $v$ if either one of these words is a subword of another one or a nonempty suffix of $u$ (resp. $v$ ) is a prefix of $v$ (resp. $u$ ). For example, the word $a b$ overlaps with $b c, a a$ and $a b a b$.

Any subset of $X^{*}$ is called a language.
1.2.3. Orders on words. If we order the letters in $X$, then we can compare arbitrary words over $X$. In fact there are several order relations on words that extend the order on $X$. For example, we can compare words lexicographically (as in any dictionary). The corresponding order is denoted by $<_{\mathrm{lxg}}$. One can also compare words first by their lengths and then, if the lengths are equal, lexicographically. This order is called ShortLex, and is denoted by $<_{\mathrm{sl}}$. For example, if $X=\{a, b\}$ and $a<b$, then $a b b a>_{{ }_{\mathrm{lxg}}} a a b b b$ and $a b b a<_{\mathrm{sl}} a a b b b$. The main difference between these orders is that the ShortLex order satisfies the descending chain condition, i.e., there are no infinite strictly descending sequence of elements, while the lexicographic order does not satisfy this condition: $b b>_{\mathrm{lxg}}$ $b a b>_{\operatorname{lxg}}$ baab $>_{\operatorname{lxg}}$ baaab $>_{l_{\operatorname{lx}}} \ldots$

Exercise 1.2.5. Prove that ShortLex satisfies the descending chain condition.

There are several other useful orders on words from $X^{*}$. In Section 4.4.2 we will use the following partial order on words called Lex and denoted by $\leq_{\ell}$. Again, fix any total order $\leq$ on $X$ and modify the lexicographic order on $X^{+}$by saying that we no longer compare different words when one of the words is a prefix of another. Formally $u \leq_{\ell} v$ if and only if either $u \equiv v$ or $u \equiv p x q, v \equiv p y r$ where $p, q, r$ are (possibly empty) words, $x, y \in X$ and $x<y$.

For example, if $a<b<c \in X$, then aaabccc $<_{\ell}$ aaca. Indeed, in this case $p=a a, x=a, q=b c c c, y=c, r=a$.

Notice that every two words of the same length are Lex comparable.
Exercise 1.2.6. Show that if $u>_{\ell} v$, then $p u q_{1}>_{\ell} p v q_{2}$ for any words $p, q_{1}, q_{2}$.
In Section 5.1.4.3 we will use yet another order that was introduced by Dershowitz in 85. Let, once again, $\leq$ be any total order on a finite alphabet $X$. The recursive path ordering $\geq_{\text {rpo }}$ on $X^{*}$ is defined recursively as follows. Given two words $u \equiv s u^{\prime}$ and $v$ from $X^{*}$ where $s \in X$, we write $u \geq_{r p o} v$ if and only if either $u \equiv v$ or $v$ is the empty word 1 or one of the following holds:

- $u^{\prime} \geq_{r p o} v$,
- $v \equiv t v^{\prime}, t \in X$, and either

$$
\begin{aligned}
& -s>t \text { and } u>_{r p o} v^{\prime}, \text { or } \\
& -s=t \text { and } u^{\prime}>_{r p o} v^{\prime} .
\end{aligned}
$$

For example, if the alphabet consists of two letters $a, b$, and $a<b$, then $a b a \geq_{r p o} b a$ because $b a \equiv b a$, and $b a b a>_{r p o} a a b a$ because $b>a$ and $b a b a>_{\rho} a b a$ (the latter inequality holds because $b>a$ and $b a b a>_{r p o} b a$, which, in turn, is true because $a b a>_{r p o} a$, which is true because $b a>_{r p o} 1$ ).

EXERCISE 1.2.7. Show that $\geq_{r p o}$ is a total order satisfying the descending chain condition.

EXERCISE 1.2.8. Show that each of the four orders on words introduced in this section is compatible with the concatenation of words, that is, if $\leq$ is one of these orders and $u \leq v$, then for every two words $p, q$ (in the same alphabet), we have $p u q \leq p v q$.
1.2.4. Periodic words. This entire book is about properties of words. Here we present just two basic and well-known facts about words.

THEOREM 1.2.9. Two words $u$ and $v$ commute (that is $u v \equiv v u$ ) if and only if they are both powers of a third word $w$.

Proof. The "if" part of this statement is obvious. We give two proofs of the "only if" part. The first proof is well known, the second is due to Victor Guba. It is not as easy as the first one but it can be generalized to "nonlinear" words, diagrams (see Theorem 5.6.22).
(1) Induction on the length of $u v$. If $|u v|=0$ (that is if both words are empty), the statement is obvious. In fact the statement is obvious if one of the words $u, v$ is empty. Assume that the statement is true for any pair of words $u, v$ with $|u v|<n$. Take two nonempty words $u, v$ with $|u v|=n$ and assume that $u v \equiv v u$. Then either $u$ is a prefix of $v$ or $v$ is a prefix of $u$. Without loss of generality assume the former is true, so $v \equiv u v^{\prime}$ for some word $v^{\prime}$. Then $u u v^{\prime} \equiv u v^{\prime} u$. Hence $u v^{\prime} \equiv v^{\prime} u$ (why?). Since $\left|u v^{\prime}\right|<|u v|$, we can use the induction assumption. So we can find a word $w$ such that $u \equiv w^{k}, v^{\prime} \equiv w^{\ell}$ for some nonnegative integers $k, \ell$. Then $v \equiv u v^{\prime} \equiv w^{k+\ell}$, so both $u$ and $v$ are powers of $w$ as desired.
(2) Let $n$ be the length of $u v$. Consider the linear diagram $\Delta=\varepsilon(u v)=\varepsilon(v u)$. Let us denote the left end of $\Delta$ by $\imath(\Delta)$ and the right end of $\Delta$ by $\tau(\Delta)$.

Let us identify vertices $\imath(\Delta)$ and $\tau(\Delta)$. We get a circle subdivided into $n$ labeled arcs. We can assume that all the arcs have the same length. The equality $u v \equiv v u$ gives us a rotation $\pi$ of this circle preserving the partition ( $\pi$ maps the first arc of the first occurrence of $u$ in $\Delta$ to the first arc of the second occurrence of $u$ in $\Delta$, etc.). It is easy to see that the group of all rotations of the circle preserving our partition is cyclic, i.e., generated by one element. Let $\phi$ be the generator of this group such that $\pi=\phi^{k}$ for some nonnegative $k<|u v|$, and let this $k$ be the smallest possible. In other words, $\phi$ is the rotation that moves $\imath(\Delta)$ as little as possible in the clockwise direction. Let $w$ be the word written on $\Delta$ between $\imath(\Delta)$ and $\phi(\imath(\Delta))$. Then it is easy to see that $u \equiv w^{k}$ and $v \equiv w^{\ell}$ for some nonnegative number $\ell$.

Exercise 1.2.10. Unlike proof (1), proof (2) needs some polish (say, the fact that the group is cyclic needs a proof). Polish it!

Exercise 1.2.11. Prove using the idea from the second proof of Theorem 1.2 .9 that some powers $u^{m}$ and $v^{n}$ of words $u$ and $v$ coincide if and only if $u$ and $v$ commute.

A word $w^{\prime}$ is called a cyclic shift of $w$ if $w \equiv u v, w^{\prime} \equiv v u$ for some words $u, v$. The cyclic shift is called nontrivial if $u$ and $v$ are not empty.

Exercise 1.2.12. Prove that a word $w$ is a power of some shorter word if and only if $w$ is equal to one of its nontrivial cyclic shifts.

Exercise 1.2.13. Suppose that $u, v$ are words, $|v|>|u|, u$ is not a power of a shorter word, and $u^{m} \equiv p_{1} v q_{1} \equiv p_{2} v q_{2}$ for some $p_{1}, p_{2}, q_{1}, q_{2}$. Show that $\left|p_{2}\right|-\left|p_{1}\right|$ is a multiple of $|u|$. Hint: We can assume that $v$ starts with $u$, so $p_{1}$ is empty. Then, looking at the prefix of $v$ of length $|u|$ in the second occurrence of $v$ in $u^{m}$, conclude that $u$ is equal to its nontrivial cyclic shift and apply Exercise 1.2.12,

A word $v$ is called periodic with period $u$ if it is a subword of a power $u^{n}$ for some $n \geq 1$ and $|v| \geq|u|$. For example, the word $a b a$ is periodic with periods $a b$ and $b a$.

Clearly if a word $w$ is periodic with period $u$, and $v$ is a cyclic shift of $u$, then $w$ is periodic with period $v$.

Exercise 1.2.14. Prove that if $w$ is a periodic word with period $u$ and $|u|$ divides $|w|$, then $w$ is a cyclic shift of a power of $u$.

Exercise 1.2.15. (See [191, Section 3 in Chapter 11]] Prove that if $u, v, w$ are three words and $u v \equiv v w$, then $u, w$ are cyclic shifts of each other, and $v$ is a subword of a power of $u$. Moreover, for some words $u_{1}, w_{1}$ and some $m \geq 0$, we have $u \equiv w_{1} u_{1}, w \equiv u_{1} w_{1}, v \equiv\left(w_{1} u_{1}\right)^{m} w_{1}$. Hint: We have that for some $m \geq 0, v \equiv u^{m} w_{1}$ where $w_{1}$ does not start with $u$. Then $u u^{m} w_{1} \equiv u^{m} w_{1} w$. Hence $u w_{1} \equiv w_{1} w$. Since $w_{1}$ does not start with $u$, the word $u$ must start with $w_{1}$. Thus $u \equiv w_{1} u_{1}$ and $w_{1} u_{1} w_{1} \equiv w_{1} w$, hence $w \equiv u_{1} w_{1}$.

The following theorem, due to Fine and Wilf [104, shows that periodic words containing many periods "know" their periods.

Theorem 1.2.16. Let $w$ be a periodic word with periods $u$ and $v$. Suppose that $|w| \geq|u|+|v|-\operatorname{gcd}(|u|,|v|)$. Then $w$ is periodic with period $t$ of length dividing $\operatorname{gcd}(|u|,|v|)$.

Proof. By taking cyclic shifts of $u$ and $v$ if necessary, we can ensure that both $u$ and $v$ are prefixes of $w$. We shall prove that $u$ and $v$ commute, hence by Theorem 1.2 .9 the words $u$ and $v$ are powers of some word $t$; clearly the length of $t$ divides $\operatorname{gcd}(|u|,|v|)$.

Enumerate all letters in the alphabet and with every word $u \equiv x_{i_{0}} x_{i_{1}} \ldots x_{i_{n-1}}$ (where $x_{i}$ is the $i$ th letter in the alphabet) associate the formal series

$$
f_{u}(x)=\sum_{j=0}^{\infty} i_{j \bmod n} x^{j} .
$$

For example, if $u \equiv a b a$ and $a$ is the first letter, $b$ is the second letter in the alphabet, then

$$
f_{u}(x)=1+2 x+x^{2}+x^{3}+2 x^{4}+x^{5}+\ldots .
$$

It is clear that this series satisfies the equality

$$
\left(1-x^{n}\right) f_{u}(x)=P_{u}(x),
$$

where $P_{u}(x)$ is a polynomial obtained by taking the first $n=|u|$ terms of $f_{u}(x)$. This polynomial has degree $|u|-1$.

We have

$$
f_{u}(x)=\left(1-x^{|u|}\right)^{-1} P_{u}(x)
$$

and

$$
f_{v}(x)=\left(1-x^{|v|}\right)^{-1} P_{v}(x)
$$

where the degree of $P_{u}(x)$ does not exceed $|u|-1$ and the degree of $P_{v}(x)$ does not exceed $|v|-1$. Notice that the first $|w|$ coefficients of the series $f_{w}(x)$ coincide with the first $|w|$ coefficients of $f_{u}(x)$ and with the first $|w|$ coefficients of $f_{v}(x)$ (because both $u$ and $v$ are prefixes of $w$ ). Therefore the first $|w|$ coefficients of $f_{u}(x)-f_{v}(x)$ are zeroes. The polynomial $1-x^{\operatorname{gcd}(|u|,|v|)}$ is a common factor of the polynomials $1-x^{|u|}$ and $1-x^{|v|}$ (prove it!). Therefore

$$
f_{u}(x)-f_{v}(x)=\left(1-x^{\operatorname{gcd}(|u|,|v|)}\right)\left(1-x^{|u|}\right)^{-1}\left(1-x^{|v|}\right)^{-1} R(x),
$$

where $R(x)$ is a polynomial of degree at most $|u|+|v|-\operatorname{gcd}(|u|,|v|)-1$. Thus

$$
R(x)=\left(1-x^{\operatorname{gcd}(|u|,|v|)}\right)^{-1}\left(1-x^{|u|}\right)\left(1-x^{|v|}\right)\left(f_{u}(x)-f_{v}(x)\right) .
$$

But the series on the right-hand side is divisible by $x^{|u|+|v|-\operatorname{gcd}(|u|,|v|)}$ and the polynomial on the left-hand side has degree at most $|u|+|v|-\operatorname{gcd}(|u|,|v|)-1$. Therefore $R(x)=0$, so $f_{u}(x)=f_{v}(x)$. Let $u^{\infty}$ be the infinite power of $u$, uuu $\ldots$ and let $v^{\infty}$ be the infinite power of $v, v v v \ldots$. We have proved that these two infinite words coincide letter by letter. Since $u^{|v|}$ and $v^{|u|}$ are finite prefixes of these words having the same length, $u^{|v|} \equiv v^{|u|}$. It remains to use Exercise 1.2.11.

Example 1.2.17. Let $w \equiv a a a b a a a$. Then $w$ is periodic with period $u \equiv a a a b$ of length 4 and with period $v \equiv$ aaabaa of length 6 . But $w$ is not periodic with period of length $2=\operatorname{gcd}(6,4)$. This example shows that the inequality in Theorem 1.2.16 is optimal. Indeed, $|w|=7$ while $|u|+|v|-\operatorname{gcd}(|u|,|v|)=4+6-2=8$.

Exercise 1.2.18. Prove that if $w$ is a periodic word with periods $u$ and $v$, and $|w| \geq|u|+|v|-\operatorname{gcd}(|u|,|v|)$, then some cyclic shifts of $u, v$ are powers of the same word $t$. Hint: Apply Theorem [1.2.16 to $w$ and find a word $t$ of length dividing $\operatorname{gcd}(|u|,|v|)$ such that $w$ is periodic with period $t$. Use the fact that both $u$ and $v$ (being subwords of $w$ ) are periodic with period $t$, and apply Exercise 1.2.14.

Exercise 1.2.19. Prove that if $u, v, w$ are three words and $w^{n} \equiv u^{p} v^{q}$ for some $n \geq 4, p \geq 2$ and $q \geq 2$, then $u, v, w$ commute pairwise. Hint: Suppose without loss of generality that $u^{p}$ has length $\geq \frac{n}{2}|w|$. Then $u^{p}$ is a periodic word with periods $u$ and $w$. The length of $u^{p}$ is $p|u|$. Consider two cases $|u| \geq|w|$ and
$|u|<|w|$, in each case apply Theorem 1.2.16 and deduce that there exists a word $t$ of length dividing $\operatorname{gcd}(|u|,|w|)$ such that $u \equiv t^{k}$ for some $k$. Since $u^{p}$ starts with $w$, and $|t|$ divides $|w|$, deduce that $w \equiv t^{l}$ for some $l$. Then $v^{p}$ is also a power of $t$ and we can apply Exercise 1.2.11.

Remark 1.2.20. It was proved by Lyndon and Schützenberger 211 that the conclusion of Exercise 1.2.19 holds even if $n \geq 2(p, q \geq 2)$. Guba 131 and Harju and Nowotka 92 gave easier proofs. Many similar problems have been considered later. For example, it is proved in 93] that if $w, u_{1}, \ldots, u_{n}$ are words in a free semigroups, $w \not \equiv u_{i}$ for all $i$, and $w^{k} \equiv u_{1}^{k_{1}} \ldots u_{n}^{k_{n}}$ where $2 \leq n \leq k$ and $k, k_{1}, \ldots, k_{n} \geq 3$, then all words $w, u_{1}, \ldots, u_{n}$ are powers of the same word $t$ (hence these words pairwise commute). The proof also uses Theorem 1.2.16,

There are many other applications of Theorem 1.2.16. For example:
Theorem 1.2.21 (Guba [131]). If the cube of a word $u$ is a product of two periodic words whose periods are shorter than $u$, then $u$ is a power of a shorter word.

### 1.3. Graphs

1.3.1. Basic definitions. A (directed) graph is a quadruple of sets and maps: the set of vertices $V$, the set of edges $E$, and two maps from $E$ to $V$ : the map $\quad: e \mapsto e_{-}$and the map ${ }_{+}: e \mapsto e_{+}$. We shall also use $\iota(e)$ for $e_{-}$and $\tau(e)$ for $e_{+}$. The vertex $e_{-}$is called the tail of $e$, the vertex $e_{+}$is called the head of $e$. We shall sometimes denote an edge $e$ by $e_{-} \rightarrow e_{+}$or $\iota(e) \rightarrow \tau(e)$ (although there might be several edges with the same tail and head; we call such edges parallel). The out-degree of a vertex $v$ is the number of edges with tail $v$. The $i n$-degree of a vertex $v$ is the number of edges with head $v$. An undirected graph is a graph where for every edge $e \rightarrow f$ there is the opposite edge $f \rightarrow e$. In that case we identify the edges $e \rightarrow f$ and $f \rightarrow e$, and denote the new edge by the 2 -element set $\{e, f\}$ (there can be several parallel edges connecting the same pair of vertices).

As usual, we represent graphs as pictures where each vertex is presented as a small circle and each edge $e$ is shown as an arrow starting at $e_{-}$and pointing at $e_{+}$.

An induced subgraph of a graph $(V, E)$ is a graph $\left(V^{\prime}, E^{\prime}\right)$ where $V^{\prime} \subseteq V$ and $E^{\prime}$ consists of all edges from $E$ connecting vertices from $V^{\prime}$

Two edges $e$ and $e^{\prime}$ are said to be consecutive if $e_{+}=e_{-}^{\prime}$. A path $p$ in a graph $\Gamma$ is either a vertex or a nonempty sequence of consecutive edges. Its tail $p_{-}$is the tail of its first edge, and its head $p_{+}$is the head of its last edge. A path consisting of one vertex is called an empty path, the vertex being its tail and its head. The length of a path is 0 if the path is empty and $n$ if the path is the word $e_{1} e_{2} \ldots e_{n}$ of consecutive edges. We shall also use infinite and bi-infinite paths being respectively infinite or bi-infinite words of consecutive edges.

We say that a path $e_{1} e_{2} \ldots e_{n}$ connects two vertices $v$ and $v^{\prime}$ if $v=\iota\left(e_{1}\right)$ and $\tau\left(e_{n}\right)=v^{\prime}$. In an undirected graph, the relation $\sim$ between vertices defined by
$x \sim y$ if $x$ and $y$ are connected by a path is an equivalence relation, and classes of $\sim$ are called connected components of the graph.

A (directed) graph $\Gamma$ is called strongly connected if every two vertices of $\Gamma$ are connected by a path. A path $e_{1} e_{2} \ldots e_{n}$ is called a cycle or a closed path if $\iota\left(e_{1}\right)=\tau\left(e_{n}\right)$. A simple cycle is a cycle $e_{1} e_{2} \ldots e_{n}$ such that vertices $\iota\left(e_{1}\right), \iota\left(e_{2}\right), \iota\left(e_{n}\right)$ are all different. A simple path is defined in a similar way.

Example 1.3.1. A planar graph is a graph whose vertices are (some) points on the plane, edges are oriented arcs connecting vertices; the arcs do not have common points except for the vertices.

### 1.3.2. Automata.

1.3.2.1. Definitions and basic properties. In this book we shall often use labeled graphs, i.e., graphs $(Q, E)$ where edges have labels, letters from some alphabet $A$ (different edges may have the same label). Labeled graphs are also called automata. We normally denote such an automaton by ( $Q, A$ ) suppressing the edge set in the notation. If $(Q, E)$ is a finite graph, we call $(Q, A)$ a finite automaton.

If $\mathcal{A}$ is an automaton, then the graph obtained from $\mathcal{A}$ by forgetting edge labels is called the underlying graph of $\mathcal{A}$. If $\Gamma$ is a graph, then any automaton for which $\Gamma$ serves as the underlying graph is said to be a coloring of $\Gamma$. Figure 1.1 shows a graph and two automata having that graph as the underlying graph.


Figure 1.1. Two automata with the same underlying graph
An automaton is said to be deterministic if, for every vertex $q$, the edges with tail $q$ have different labels. A deterministic automaton with the vertex set $Q$ and the label alphabet $A$ is called complete if each vertex $q \in Q$ has out-degree $|A|$.

An automaton is called rooted if we fix two sets of distinguished vertices $Q_{-}, Q_{+}$called input and output vertices respectively. A word $w$ is said to be recognized by a rooted automaton if it labels a path $p$ with $p_{-} \in Q_{-}$and $p_{+} \in Q_{+}$ (that is the labels of the edges of that path spell $w$ ). A set of words (language) in an alphabet $A$ is called a rational language (also called regular) if this is exactly the set of words recognized by some finite automaton. Thus if we denote the label of a path $p$ by $\operatorname{Lab}(p)$, then the language recognized by the automaton $(Q, A)$ is the set of words $\left\{\operatorname{Lab}(p) \mid p_{-} \in Q_{-}, p_{+} \in Q_{+}\right\}$. Rational languages are some of the simplest possible languages.

Exercise 1.3.2. Show that every finite language is rational.
Remark 1.3.3. The set of rational languages is closed under many natural operations (see Eilenberg [95], Sakarovitch [275] or Lawson [193]). For
example, if $L_{1}, L_{2} \subseteq A^{*}$ are rational languages, then $L_{1} \cup L_{2}, A^{*} \backslash L_{1}, L_{1} \backslash L_{2}$, etc. are rational.

We shall use the following
Lemma 1.3.4. The intersection of two rational languages $L_{1}, L_{2} \subseteq A^{*}$ is rational.

Proof. Let $\mathcal{A}_{i}=\left(Q_{i}, A\right)$ be an automaton recognizing $L_{i}, i=1,2$. Consider the equalizer automaton $\mathcal{A}=\left(Q_{1} \times Q_{2}, A\right)$ where an edge $(q, r) \rightarrow\left(q^{\prime}, r^{\prime}\right)$ exists and is labeled by $a$ if there exists an edge $q \rightarrow q^{\prime}$ labeled by $a$ in $\mathcal{A}_{1}$, and an edge $r \rightarrow r^{\prime}$ labeled by $a$ in $\mathcal{A}_{2}$. The set of input (output) vertices of $\mathcal{A}$ consists of pairs $\left(q_{1}, q_{2}\right)$ where $q_{i}$ is an input (output) vertex of $\mathcal{A}_{i}$. Then the language recognized by $\mathcal{A}$ is $L_{1} \cap L_{2}$, hence $L_{1} \cap L_{2}$ is a rational language.

Exercise 1.3.5. Show that for every rational language $L \subseteq A^{*}$ each of the following languages is rational as well.

- the language $C(L)$ of words from $A^{*}$ that contain subwords from $L$,
- the language $E(L)$ of words from $A^{*}$ that do not contain subwords from L
Hint: Let $\mathcal{A}=(Q, A)$ be an automaton recognizing $L$ with input vertices $Q_{-}$ and output vertices $Q_{+}$. Then do the following
- Add two more vertices $u, v$ to $Q$,
- for each $x \in A$ add an edge $u \rightarrow u$ and an edge $v \rightarrow v$, and label these edges by $x$,
- for each vertex $q \in Q_{-}$and each $x \in A$, add an edge $u \rightarrow q$ and label it by $x$,
- for each vertex $q \in Q_{+}$and each $x \in A$, add an edge $q \rightarrow v$ and label it by $x$,
- add $u$ to the set of input vertices $Q_{-}$and $v$ to the set of output vertices $Q_{+}+{ }^{11}$
Show that the resulting automaton recognizes $C(L)$.
One of the very basic facts about automata and rational languages is the following.

Theorem 1.3.6 (See [95, [275]). Every rational language is recognized by a finite complete automaton with only one input vertex.
1.3.3. Mealy automata. If $\Gamma=(V, E, \iota, \tau)$ is a graph, and $A$ is an alphabet, we can label edges of $\Gamma$ by pairs from $A \times A$. We always assume that the resulting automaton is strongly deterministic, that is for every vertex $q$ and every $a \in A$, there exists exactly one edge $e$ whose tail is $q$ and the label has the form $(a, b)$ for some $b \in A$. Such an automaton is called a Mealy automaton.

Figure 1.2 shows a Mealy automaton with two vertices $q_{0}, q_{1}$ and two-letter alphabet $\{0,1\}$.

[^0]

Figure 1.2. A Mealy automaton with two vertices and a 2-letter alphabet
If $M=(\Gamma, A)$ is a Mealy automaton, then for every word $w$ in the alphabet $A$ and every vertex $q$ of $\Gamma$ we can construct a new word $M_{q}(w)$ of the same length as $w$ : start with vertex $q$, and read the first letter, say, $a_{1}$ of $w$. Find the edge of $M$ with tail $q_{1}=q$ labeled by a pair ( $a_{1}, b_{1}$ ) (there exists exactly one such edge since $M$ is strongly deterministic). Let $q_{2}$ be the head of that edge. Then the first letter of $M_{q}(w)$ is $b_{1}$, and the next vertex we need to consider is $q_{2}$. Let $a_{2}$ be the second letter of $w$. Find the edge with tail $q_{2}$ and label of the form $\left(a_{2}, b_{2}\right)$. Let $q_{3}$ be the head of that edge. Then the second letter of $M_{q}(w)$ is $b_{2}$ and the next vertex is $q_{3}$. Continuing in that manner, we obtain $M_{q}(w)$ by scanning $w$ from left to right and traveling along $\Gamma$ at the same time. Thus $M_{q}$ is a map $A^{*} \rightarrow A^{*}$.

REMARK 1.3.7. One can easily extend $M_{q}$ to a transformation of the set of all (bi-)infinite words in the alphabet $A$ in the same way.

Thus with every Mealy automaton $M=(\Gamma, A)$ where $\Gamma=(V, E)$, we associate $|V|$ maps of $A^{*} \rightarrow A^{*}$. The semigroup (under composition of maps) generated by these maps is called the semigroup of automatic maps defined by $M$. An example of such a semigroup can be found in Section 3.7.2.4.

Exercise 1.3.8. Find the images of words 1010011 and 01001 under the maps $M_{q_{0}}$ and $M_{q_{1}}$ where $M$ is a Mealy automaton of Figure 1.2,

If each $M_{q}$ is invertible, then one can consider the group of permutations of $A^{*}$ generated by all $M_{q}, q \in V$. It is called the group of automatic permutations defined by $M$. For an example of such a group see Section 5.7.4.

Exercise 1.3.9. Find a Mealy automaton such that the corresponding group of automatic transformations is a given cyclic (finite or infinite) group. Hint: For a finite cyclic group you can use a Mealy automaton with only one vertex, but for the infinite cyclic group you will need an automaton with two vertices and a 2 -letter alphabet.
1.3.4. Graphs in the sense of Serre. A graph in the sense of Serre is a graph $(V, E, \iota, \tau)$ with additional map ${ }^{-1}: E \rightarrow E$ (taking the inverse edge) such that

- the map $e \mapsto e^{-1}$ is an involution, i.e., $\left(e^{-1}\right)^{-1}=e$,
- no edge $e$ can be the inverse of itself (i.e., $e^{-1} \neq e$ for every $e \in E$ ),
- $\iota(e)=\tau\left(e^{-1}\right)$ for every $e \in E$.

In that case we always represent $E$ as a disjoint union of two subsets of equal sizes $E^{+}$and $E^{-}$such that $\left(E^{+}\right)^{-1}=E^{-}$. Edges from $E^{+}\left(\right.$resp. $\left.E^{-}\right)$are called positive (resp. negative). A path consisting of positive edges is called positive.

Remark 1.3.10. Note that one of the maps $\iota$ or $\tau$ in the definition of graph in the sense of Serre is redundant because given the map $t: E \rightarrow V$, we can define $\tau(e)$ as $\iota\left(e^{-1}\right)$.

A graph in the sense of Serre is called a tree if it is connected and every cycle in it has two consecutive mutually inverse edges.

Exercise 1.3.11. (1) Show that every finite tree has vertices of degree 1 (these are called leaves). Hint: Show that all paths in the tree without mutually inverse consecutive edges have bounded lengths, consider such a path of maximal length. Its terminal vertex is a leaf.
(2) Show that the number of vertices $m$ and the number of positive edges $n$ of any tree satisfy $m=n+1$. Hint: Use induction on $m$ and the first part of the exercise.
1.3.5. Inverse automata and foldings. Let $\Gamma=\left(V, E, \iota, \tau,{ }^{-1}\right)$ be a graph in the sense of Serre, and let $A$ be an alphabet divided into two parts $A^{+}, A^{-}$ (positive and negative letters) of equal sizes. Suppose we are also given an involution ${ }^{-1}: A^{+} \leftrightarrow A^{-}$. Then we say that labeling of $\Gamma$ by $A$ is correct if positive edges get positive labels and for every edge $e$ with label $a$, the label of $e^{-1}$ is $a^{-1}$. The correctness allows us to mention only positive edges and only positive labels when the labeling of a graph $\Gamma$ is defined. If the labeling is correct and deterministic, that is no two edges with the same tail have the same label, the resulting automaton is called an inverse automaton. Suppose that a graph $\Gamma$ in the sense of Serre with correct labeling is not deterministic, that is, there are two edges $e, f$ with $\iota(e)=\iota(f)$ having the same label $a$. Then we can identify the edges $e$ and $f$ (and also edges $e^{-1}$ and $f^{-1}$ ). The set of vertices $V$ becomes smaller because the heads of the edges $e$ and $f$ are identified, and the functions $\iota, \tau$ are redefined accordingly. This operation is called (edge) folding. After a number of foldings, the automaton $\Gamma$ becomes an inverse automaton. We shall show (Exercise 1.7.13) that the inverse automaton does not depend on the order in which we fold edges in the original automaton.

### 1.4. Universal Algebra

1.4.1. Basic definitions. A (universal) algebra is a set $A$ with several (possibly infinite number of) functions $f_{i}: A^{n_{i}} \rightarrow A, i=1, \ldots, r$ called (basic operations) The number $n_{i}$ is called the arity of the operation $f_{i}$. An operation of arity 0 (a nullary operation) simply distinguishes an element in the algebra. The vector $\left(n_{1}, \ldots, n_{r}\right)$ is called the type or signature of the algebra. Usually when we consider algebras of a certain type, we fix the names of the operations. Usually operations are denoted by special symbols like $+, *, \cdot, \circ$, etc.

A subalgebra $B$ of an algebra $A$ is any subset of $A$ closed under all basic operations of $A$, that is, if we apply a basic operation to elements of $B$, the result is also in $B$. If $A$ is a semigroup (group, ring, etc.), then a subalgebra
$B$ of $A$ is called subsemigroup (subgroup, subring, etc.). If $X \subseteq A$, then the subalgebra generated by $X$ is the smallest subalgebra of $A$ containing $X$. We denote this subalgebra by $\langle X\rangle$.

A map $\phi$ from an algebra $A$ of type $\tau$ to an algebra $B$ of the same type is called a homomorphism if it preserves all basic operations of $A$, that is, for every operation $f\left(x_{1}, \ldots, x_{n}\right)$ we have

$$
\phi\left(f\left(x_{1}, \ldots, x_{n}\right)\right)=f\left(\phi\left(x_{1}\right), \ldots, \phi\left(x_{n}\right)\right) .
$$

A bijective homomorphism is called an isomorphism. In that case $A$ and $B$ are called isomorphic. Usually we do not distinguish isomorphic algebras. The kernel of a homomorphism $\phi: A \rightarrow B$, i.e., the equivalence relation $\operatorname{Ker}(\phi)=$ $\left\{\left(a_{1}, a_{2}\right) \in A \times A \mid \phi\left(a_{1}\right)=\phi\left(a_{2}\right)\right\}$ respects the operations of $A$. That is, if $f\left(x_{1}, \ldots, x_{k}\right)$ is an operation from $\tau$, and $\left(a_{1}, a_{1}^{\prime}\right), \ldots,\left(a_{k}, a_{k}^{\prime}\right) \in \operatorname{Ker}(\phi)$, then $\left(f\left(a_{1}, \ldots, a_{k}\right), f\left(a_{1}^{\prime}, \ldots, a_{k}^{\prime}\right)\right) \in \operatorname{Ker}(\phi)$. Every equivalence relation $\sigma$ on $A$ that respects the operations from $\tau$ is called a congruence on $A$. Every congruence partitions $A$ into a union of disjoint congruence classes. The set $A / \sigma$ of all these congruence classes can be equipped with the structure of an algebra of type $\tau$ in the following natural way: $f\left(C_{1}, \ldots, C_{m}\right)=C$ if $C_{1}, \ldots, C_{m}$ are $\sigma$-classes and $C$ is the $\sigma$-class containing the set $\left\{f\left(c_{1}, \ldots, c_{m}\right) \mid c_{i} \in C_{i}\right\}$. The algebra $A / \sigma$ is called the quotient (or factor-algebra) of $A$ over the congruence $\sigma$ and is a homomorphic image of $A$ under the natural homomorphism $A \rightarrow A / \sigma$ that sends each element $a \in A$ to the unique $\sigma$-class to which $a$ belongs. By construction, $\sigma$ is the kernel of this homomorphism. Thus, every congruence of $A$ is the kernel of a homomorphism.

If $\left\{A_{i} \mid i \in I\right\}$ is a sequence of algebras of the same type, then the Cartesian product of this sequence, denoted by $\prod_{i \in I} A_{i}$, is the algebra of the same type defined on the Cartesian product of sets $A_{i}, i \in I$, where all basic operations act coordinate-wise.

Taking subalgebras, homomorphic images and Cartesian products is what algebraists do with algebras most often.

If the type is given and the names of the basic operations are fixed, one can define terms by composing the operations. For example, if the type is $(2,1)$, and the basic operations are $\circ,{ }^{-1}$, then the operation $\left((x \circ y)^{-1} \circ z\right)^{-1}$ is a term. The letters $x, y, z$ are the variables of this term.

Every term $t\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ of type $\tau$ defines a function $t_{A}: A^{n} \rightarrow A$ on any algebra $A$ of type $\tau$ (the composition of functions corresponding to the basic operations). That function is again an operation on the algebra, which is called a derived operation. This allows one to consider the value of $t\left(x_{1}, \ldots, x_{n}\right)$ in $A$ corresponding to any substitution $x_{1} \rightarrow a_{1}, \ldots, x_{n} \rightarrow a_{n}$ of elements of $A$ for variables of $t$.
1.4.1.1. Terms and trees. Similar to words that are represented by linear diagrams, terms of arbitrary type can be represented by finite directed graphs, namely planar trees where leaf vertices have labels. For example, suppose that the type consists of one binary operation $\cdot$. If the term is just a variable, then the corresponding tree is a vertex labeled by that variable. Let $p$ be a term that is not a variable. Then $p=p_{1} \cdot p_{2}$ for some shorter terms $p_{1}$ and $p_{2}$. We
can assume that the trees $T_{1}$ and $T_{2}$ corresponding to $p_{1}$ and $p_{2}$ are already constructed. To draw the tree $T$ for $p$, start with a root $o$, label it by the symbol of the operation, $\cdot$. Draw two edges pointing down and left and down and right respectively. The heads of these edges are called children of the root (which is called the parent of these children). Then attach trees $T_{1}$ and $T_{2}$ identifying their roots with the children. For example, Figure 1.3 shows the tree representing the term $(x \cdot y) \cdot x$. Note that in the trees corresponding to terms in this type every vertex has out-degree 2 or 0 . Such trees are called full binary trees.


Figure 1.3. The tree representing $(x \cdot y) \cdot x$
Note also that since our type has only one operation, we do not need to label non-leaf vertices at all, and since all edges in the tree are pointing down we do not need to use directed edges to draw these trees.

Full binary trees are called equal if they correspond to equal terms. Another, more fancy way to say that is: binary trees are called equal if there exists a continuous deformation of the plane that takes one tree to another.
1.4.1.2. Identities and varieties. An identity (also called a law) of algebras of type $\tau$ is a formal equality $t=t^{\prime}$ between terms of type $\tau$. We say that the identity $t=t^{\prime}$ holds in an algebra $A$ of type $\tau$ if the values of $t$ and $t^{\prime}$ are the same for every substitution of elements of $A$ for variables involved in $t$ and $t^{\prime}$. A variety given by a set of identities $\Sigma$ is the class of all algebras of type $\tau$ satisfying identities of $\Sigma$.
1.4.1.3. Examples of universal algebras. A semigroup is an algebra of type (2) satisfying the associativity identity $(x y) z=x(y z)$.

A monoid is an algebra of the type $(2,0)$ (the nullary operation 1 is the identity element) satisfying the identities $(x y) z=x(y z), 1 \cdot x=x \cdot 1=x$.

A group can be considered as an algebra of the type $(2,1,0)$ (the three operations are: the product, the operation of taking the inverse, and the identity element). In addition to being a monoid, it satisfies the identities $x x^{-1}=x^{-1} x=$ 1. There are several important derived operations on groups. Here are two of these operations that will be used later. If $a, b$ are elements of a group, then we can conjugate $a$ by $b$ to produce the element $b^{-1} a b$ usually denoted by $a^{b}$. Elements $a$ and $a^{b}$ are called conjugate. Also one can form a commutator $[a, b]=$
$a^{-1} b^{-1} a b$. The intuition behind these operations is that two conjugate elements are in some sense similar (recall the notion of similar matrices from Linear Algebra) and the commutator $[a, b]$ measures the degree of non-commutativity of $a$ and $b$ because $[a, b]$ is just a quotient of $a b$ and $b a$.

Exercise 1.4.1. (1) Show that $[a, b]=1$ if and only if $a b=b a$ and if and only if $a^{b}=a$.
(2) Show that for every element $t$ from a group $G$, the map $a \mapsto a^{t}$, where $a \in G$, is an automorphism of $G$ (i.e., a bijective homomorphism from $G$ to $G$ ). In particular, for every integer $n,\left(a^{n}\right)^{t}=\left(a^{t}\right)^{n} \cdot 2$
(3) Show that if $a$ and $b$ are conjugate in a group $G$ and $a$ has exponent $n$ (that is $x^{n}=1$ and $x^{m} \neq 1$ for every $0<m<n$ ), then $b$ has exponent $n$.
(4) Show that for every three elements $a, b, c$ in a group $G$ we have the following Hall identities (the last one is also called the Hall-Witt identity)

- $[a, b]=[b, a]^{-1}$ (the anti-commutativity law for commutators),
- $a^{b}=a[a, b]$,
- $[a b, c]=[a, c]^{b}[b, c]=[a, c][[a, c], b][b, c]$ (the distributive law for group commutators),
- $\left[\left[a, b^{-1}\right], c\right]^{b}\left[\left[b, c^{-1}\right], a\right]^{c}\left[\left[c, a^{-1}\right], b\right]^{a}=1$ (the group analog of the Jacobi identity).

The following exercise gives some examples of groups.
Exercise 1.4.2 (Requires some knowledge of Linear Algebra). Let $n$ be a natural number.
(1) (The general linear group) Show that the set of all $n \times n$-matrices with real entries and non-zero determinant is a group with operation - the usual product of matrices. This group is denoted by $\mathrm{GL}(n, \mathbb{R})$. Show that the map $A \mapsto \operatorname{det}(A)$ is a homomorphism from $\operatorname{GL}(n, \mathbb{R})$ to the multiplicative group of non-zero real numbers.
(2) (The special linear group) Show that the set $\operatorname{SL}(n, \mathbb{R})$ of all $n \times n$-matrices with real entries and determinant 1 is a subgroup of $\operatorname{GL}(n, \mathbb{R})$.
(3) (The special orthogonal group) Consider the set $\mathrm{SO}(n, \mathbb{R})$ of all matrices $B \in \operatorname{SL}(n, \mathbb{R})$ such that $B B^{T}=1$ (where $B^{T}$ is the transpose of $B$ ). Show that it is a subgroup of $\operatorname{SL}(n, \mathbb{R})$.

An inverse semigroup is a semigroup with an additional unary operation ${ }^{-1}$ satisfying the identities $\left(x^{-1}\right)^{-1}=x, x x^{-1} x=x, x x^{-1} y y^{-1}=y y^{-1} x x^{-1}$. Clearly every group is an inverse semigroup.

Exercise 1.4.3. Prove that every inverse semigroup satisfies the identity $(x y)^{-1}=y^{-1} x^{-1}$. Hint for a syntactic proof: (1) Prove that in every inverse semigroup, for every element $a$, the elements $a a^{-1}, a^{-1} a$ are idempotents, i.e., $\left(a a^{-1}\right)^{2}=a a^{-1},\left(a^{-1} a\right)^{2}=a^{-1} a$. (2) Prove that in an inverse semigroup, every idempotent coincides with its inverse, i.e., $e=e^{2} \rightarrow e=e^{-1}$. (3) Prove that in every inverse semigroup, any two idempotents commute: $e^{2}=e \& f^{2}=$

[^1]$f \rightarrow e f=f e$. (4) Show that in every inverse semigroup, for every element $a$ there exists a unique element $b\left(=a^{-1}\right)$ such that $a b a=a, b a b=b$. (5) Show that in every inverse semigroup, for every $x, y$, we have $(x y)\left(y^{-1} x^{-1}\right)(x y)=x y$ and $\left(y^{-1} x^{-1}\right)(x y)\left(y^{-1} x^{-1}\right)=y^{-1} x^{-1}$. Finally, deduce from (5) and (4) that $(x y)^{-1}=y^{-1} x^{-1}$. Hint for a semantic proof: Use the Wagner-Preston Theorem (Exercise 1.4.23).

Exercise 1.4.4. Give an example of a 2 -element semigroup with an unary operation satisfying the first and third identities of inverse semigroups, but not the second.

Exercise 1.4.5. Let $X$ be a totally ordered set with order relation $\leq$. Define the operations

$$
x \cdot y= \begin{cases}x & \text { if } x \leq y \\ y & \text { if } y \leq x,\end{cases}
$$

and $x^{-1}=x$. Show that $X$ with these two operations is an inverse semigroup.
Exercise 1.4.6. Let $X$ be a set. Consider the set $B(X)$ consisting of all partial maps $x \mapsto y$ of $X$ whose domains (and ranges) are singletons (subsets with one element) and the symbol 0 . Define the multiplication by $(x \mapsto y)(y \mapsto$ $z)=x \mapsto z$, all other products are equal to 0 . Define also $(x \mapsto y)^{-1}=y \mapsto x$. Show that $B(X)$ with these two operations is an inverse semigroup. The inverse semigroup $B(X)$ is called the Brandt semigroup, and it will appear later in this book several times.

Exercise 1.4.7. Find all inverse semigroups with at most 3 elements.
A $\operatorname{ring} R$ is an algebra with two binary operations, addition + and multiplication • (which we shall omit in the terms), satisfying two axioms: (a) $R$ is a commutative group with respect to + and (b) $x(y+z)=x y+x z,(y+z) x=y x+z x$ (the distributivity of the product with respect to the sum). A ring is called associative (resp. commutative) if the product is associative (commutative). If a ring is associative, then it is a semigroup with respect to multiplication, this is called the multiplicative semigroup of the ring. Some examples of associative rings include the ring of integers $\mathbb{Z}$, the ring $\mathbb{Z} / n \mathbb{Z}$ of integers modulo $n$ (where $n$ is a positive integer), the ring of square matrices of size $n$ with real entries.

ExERCISE 1.4.8. Let $X$ be a commutative group with operation + and identity element 0 . Define a multiplication operation on $X$ by $x \cdot y$. Show that $X$ becomes an associative ring.

Exercise 1.4.9. Let $R$ be an associative ring, $n \geq 1$. Let $M_{n}(R)$ be the set of all square $n \times n$-matrices with entries from $R$ with operations of addition and multiplication of matrices. Show that $M_{n}(R)$ is an associative ring. Hint: Use the standard definitions of matrix addition and multiplication. For example,

$$
\left(\begin{array}{lll}
1 & 2 & 3 \\
4 & 5 & 6 \\
7 & 8 & 9
\end{array}\right)+\left(\begin{array}{lll}
1 & 2 & 3 \\
1 & 2 & 3 \\
1 & 2 & 3
\end{array}\right)=\left(\begin{array}{ccc}
2 & 4 & 6 \\
5 & 7 & 9 \\
8 & 10 & 12
\end{array}\right),
$$

$$
\left(\begin{array}{lll}
1 & 2 & 3 \\
4 & 5 & 6 \\
7 & 8 & 9
\end{array}\right)\left(\begin{array}{lll}
1 & 2 & 3 \\
1 & 2 & 3 \\
1 & 2 & 3
\end{array}\right)=\left(\begin{array}{ccc}
6 & 12 & 18 \\
15 & 30 & 45 \\
24 & 48 & 72
\end{array}\right)
$$

A ring with the identity element 1 is a field if it is associative, commutative, and every non-zero element $a$ has an inverse $a^{-1}$ (i.e., $a a^{-1}=1$ ). The ring of rational (respectively real, complex) numbers $\mathbb{Q}$ (respectively $\mathbb{R}, \mathbb{C}$ ) is a field.

Exercise 1.4.10. Let $p$ be a prime number. Show that the ring $\mathbb{F}_{p}$ of integers modulo $p$ is a field.

The characteristic of a field $F$ is the smallest non-zero number $p$ such that

$$
\underbrace{1+\ldots+1}_{p}=0
$$

(note that in that case

$$
p x=\underbrace{x+\ldots+x}_{p}=0
$$

for every element $x$ of the field). If such $p$ does not exist, we say that the characteristic is 0 .

ExERCISE 1.4.11. Show that the characteristic of a field is either 0 or a prime number. The characteristic of $\mathbb{Q}$ is 0 , and the characteristic of the field $\mathbb{F}_{p}$ is $p$.

ExERCISE 1.4.12 (Newton binomial). Show that if $a, b$ are commuting elements of a ring $R$, then for every $n>0$,

$$
(a+b)^{n}=\sum_{i=0}^{n}\binom{n}{i} a^{i} b^{n-i}
$$

Hint: Use induction and the identity from Exercise (1.1.4).
A vector space $V$ over a field $K$ is an algebra with one binary operation + and one unary operation $\alpha$. for every $\alpha \in K$, so that $V$ is a commutative group with respect to + , and for each $\alpha, \beta \in K, x, y \in V$, we have $(\alpha+\beta) x=\alpha x+\beta x$, $\alpha(x+y)=\alpha x+\alpha y, \alpha(\beta(x))=(\alpha \beta) x, 1 x=x$.

We shall need the standard notions from Linear Algebra. Let us recall these here. Let $V$ be a vector space over a field $K$ and $U$ be a subspace of $V$ (i.e., a subalgebra of $V)$. A set of elements $S$ of $V$ is called linearly independent if whenever the sum $k_{1} s_{1}+\cdots+k_{n} s_{n}$ is 0 , where $k_{i} \in K, s_{i}$ are pairwise different elements of $S$, all coefficients $k_{i}$ must be equal to 0 . If $U$ is a subspace generated by $S$, we say that $U$ is spanned by $S$. Any smallest (under inclusion) subset of $V$ that spans $V$ is called a basis of $V$. The number of elements in a basis (which does not depend on the basis) is called the dimension of $V$.

The following two exercises are straight from a Linear Algebra book.
ExERCISE 1.4.13. (1) Show that every non-zero element of a finite dimensional vector space belongs to a basis.
(2) Show that a set $S$ of vectors of a finite-dimensional vector space $V$ is a basis if these vectors are linearly independent and $|S|$ is equal to the dimension of $V$.
3. Let $L, R$ be two vector spaces over a field $K, B$ be a basis of $L$. Show that every map $\phi: B \rightarrow R$ extends to a homomorphism $\bar{\phi}: L \rightarrow R$ by $\bar{\phi}\left(\sum \alpha_{i} l_{i}\right)=$ $\sum \alpha_{i} \phi\left(l_{i}\right)$.

Recall that for every two subspaces $V_{1}, V_{2}$ of a vector space $V$, their sum $\left\{v_{1}+v_{2} \mid v_{1} \in V_{1}, v_{2} \in V_{2}\right\}$ and their intersection are again subspaces of $V$.

Exercise 1.4.14 (Modular law for subspaces). Let $V$ be a vector space over a field $K$. Let $V_{1}, V_{2}, U$ be subspaces of $V$ such that $V_{1} \subseteq U$. Then

$$
\left(V_{1}+V_{2}\right) \cap U=\left(V_{1} \cap U\right)+\left(V_{2} \cap U\right) .
$$

Exercise 1.4.15. Show that all vector spaces over the same field of the same dimension are isomorphic.

Exercise 1.4.16. Show that if a field $K$ has $q$ elements, then a vector space over $K$ of dimension $n$ has $q^{n}$ elements.

A linear algebra $R$ over an associative and commutative ring $K$ is a ring with one unary operation $\alpha$ • for each $\alpha \in K$, satisfying the following axioms:
(a) $\alpha(x+y)=\alpha x+\alpha y$,
(b) $(\alpha+\beta) x=\alpha x+\beta x$,
(c) $\quad(\alpha \beta) x=\alpha(\beta x)$, and
(d) $\quad x(\alpha y)=(\alpha x) y=\alpha(x y)$
for every $\alpha, \beta \in K$ and $x, y \in R$.
If $K$ has an identity element, then we assume, in addition, that $1 x=x$.
An associative algebra $R$ over an associative and commutative ring $K$ is a linear algebra over $K$ where the product is associative.

As in the case of groups, there are several important derived operations in rings and algebras. For example, for every two elements of a ring, one can define their commutator $(a, b)=a b-b a$. If we consider an associative ring as universal algebra with operations of addition and commutator, we obtain a Lie ring. In fact by the famous Poincaré-Birkhoff-Witt theorem [162] one can define Lie rings as subalgebras of associative rings with operations of addition, subtraction, and commutator.

Exercise 1.4.17. Show that in every associative ring the commutator satisfies the following properties (compare with Exercise 1.4.1):

- $(a+b, c)=(a, c)+(b, c)$;
- $(a, b)=-(b, a)$;
- $((a, b), c)+((b, c), a)+((c, a), b)=0$ (the Jacobi identity).

Exercise 1.4.18. Let $K$ be a field of characteristic $p>0, A$ be an associative algebra over $K, a, b$ be commuting elements of $A$. Use Exercise 1.1.3 to show that

$$
(a+b)^{p}=a^{p}+b^{p} .
$$

1.4.1.4. Congruences in groups, rings and vector spaces. For several classical types of algebras each congruence is completely determined by one congruence class. Such are groups, rings and vector spaces.

Let $\sigma$ be a congruence on a group (resp. ring) $A$. Let $N$ be the class containing 1 (resp. 0). Show that $N$ is a subgroup (resp. subring) such that for every $x \in N, a \in A, a^{-1} x a \in N$ (resp. $a x, x a \in N$ ). Such a subgroup is called a normal subgroup (resp. ideal) of $A$.

Exercise 1.4.19. Show that, conversely, for every normal subgroup (resp. ideal) $N$ of $A$ there exists a unique congruence $\sigma$ on $A$ such that the class of $\sigma$ containing 1 (resp. 0 ) is $N$.

In this case we write $A / N$ instead of $A / \sigma$, and say that $A$ is an extension of $N$ by $A / N$. If $\sigma$ is the kernel of some homomorphism $\phi$, then we also call $N$ the kernel of $\phi$. If two elements $a, b$ of a group (resp. ring) $A$ are in the same congruence class of $\sigma$ (i.e., their images in $A / \sigma$ are equal), then we say that $a=b$ modulo $N$ and write $a \equiv b(\bmod N)$.

Exercise 1.4.20. Prove that this is the case if and only if $a N=b N$ (resp. $a+N=b+N)$. Moreover, the congruence classes in this case are all of the form $a N($ resp. $a+N), a \in A$

The sets $a N$ (resp. $a+N$ ) are called cosets of $N$. The number of cosets is called the index of $N$. If the index is finite, we say that $N$ is of finite index in $A$.

Exercise 1.4.21. Show that for every vector space $V$, every congruence is uniquely determined by the congruence class $N$ containing 0 .

The quotient space is denoted by $V / N$. We say that a set of elements $S$ is linearly independent modulo $N$ if their images in $V / N$ are linearly independent.

Exercise 1.4.22. Give examples of congruences on semigroups that are not uniquely determined by any of its congruence classes. Is every congruence on every inverse semigroup determined by any of its congruence classes?
1.4.1.5. Algebras of transformations. The important classes of algebras considered above were defined syntactically. But in fact most of these classes can be also defined semantically as algebras of certain transformations. The next exercise gives some examples.

Exercise 1.4.23. (1) Prove Cayley's theorem (see [144): every group is isomorphic to a group of some permutations of a set (i.e., a subgroup of the group of all permutations of the set). Hint: Every element $g$ of a group $G$ gives rise to a permutation of $G: x \mapsto g x$.
(2) Prove that every semigroup (monoid) is isomorphic to a semigroup (monoid) of some not necessarily injective transformations of a set (see [69, Volume 1]) Hint: Embed $S$ into a monoid (denoted $S^{1}$ ) by adding a formal identity element. Then every $g \in S$ induces a transformation $x \mapsto$ $g x$ of $S^{1}$.
(3) Prove the Wagner-Preston's theorem (see [69, Volume 1]) that every inverse semigroup is isomorphic to a semigroup of bijections between some subsets of a set: the multiplication is composition of (partial) maps, the operation ${ }^{-1}$ sends each bijection to its inverse. Hint: Every element $g$ of an inverse semigroup $S$ induces a map from $g^{-1} g S$ to $g g^{-1} S: \phi_{g}: x \mapsto g x$ (use the fact that by definition of inverse semigroups $g S=g g^{-1} S$ ). The map $\phi_{g}$ is a bijection and $\phi_{g h}$ is a composition of $\phi_{g}$ and $\phi_{h}$. Show that for different elements $g, h$ the maps $\phi_{g}, \phi_{h}$ are different.
(4) Prove that every associative ring is isomorphic to a ring of some endomorphisms, i.e., homomorphisms into itself, of some commutative group with natural operation of addition $(f+g)(x)=f(x)+g(x)$ and composition of maps as multiplication, see [27]. Hint: Embed the ring $R$ into a ring $R^{1}$ with an identity element. Every element $g \in R$ induces an endomorphism of the additive group of $R^{1}: x \mapsto g x$.
(5) Prove that every associative algebra over a field is isomorphic to the algebra of some endomorphisms (called linear operators) of a vector space over the same field, see [27]. Hint: The same proof as in Part (4).
1.4.2. Free algebras in varieties. If we fix a type $\tau$, the names of operations, $f_{1}, \ldots, f_{r}$, and a set of variables $X$, then the set $F_{X}$ of all terms of this type containing these variables can be turned into an algebra of type $\tau$ : the operation $f_{i}$ of arity $n_{i}$ applied to a vector of terms $\left(g_{1}, \ldots, g_{n_{i}}\right)$ gives the term $f_{i}\left(g_{1}, \ldots, g_{n_{i}}\right)$. This is the absolutely free algebra of type $\tau$ over the set $X$ of free generators. Being free over $X$ in a given class $\mathcal{K}$ of algebras means that:

- $F_{X}=F_{X}(\mathcal{K})$ belongs to $\mathcal{K}$,
- $F_{X}$ is generated by $X$ and
- every map $\phi$ from $X$ into any algebra $A \in \mathcal{K}$ is uniquely extendable to a homomorphism $\bar{\phi}$ from $F_{X}$ into $A$.
The following theorem is a fundamental (but not difficult) result about varieties of algebras.

Theorem 1.4.24 (See Mal'cev [218]). Every variety contains a free algebra over any set $X$. The free algebra is determined up to isomorphism by the cardinality of $X$.

Free algebras in a variety are called relatively free. If $F$ is a relatively free algebra over $X$, then $X$ is called a set of free generators of $F$ and the cardinality of $X$ is called the rank of $F$.

Relatively free algebras can be described without reference to varieties (see [218].

Theorem 1.4.25. An algebra $F$ generated by a set $X$ is relatively free with a set of free generators $X$ if and only if every map $X \rightarrow F$ extends to a homomorphism $F \rightarrow F$.

If $F$ is a relatively free algebra in a variety $\mathcal{V}$ with the set of free generators $X$ and $A$ is an algebra in the same variety, then any map $\phi: X \rightarrow A$ is called a substitution. If $\phi(X)$ generates $A$, then every element $a$ of $A$ has a pre-image $f \in F$ under $\bar{\phi}$, and we say that $f$ represents $a$ in $A$.

Exercise 1.4.26. Suppose that $F$ is a relatively free algebra in a variety $\mathcal{V}$ with free generating set $\left\{x_{1}, \ldots, x_{m}\right\}$, and the equality

$$
R_{1}\left(x_{1}, \ldots, x_{m}\right)=R_{2}\left(x_{1}, \ldots x_{m}\right)
$$

is true in $F$ where $R_{1}, R_{2}$ are terms of the signature of $\mathcal{V}$. Prove that $R_{1}=R_{2}$ is an identity of $\mathcal{V}$.
1.4.3. The Garrett Birkhoff theorem. Any variety is clearly closed under taking subalgebras, homomorphic images and Cartesian products. The converse also holds:

Theorem 1.4.27 (Garrett Birkhoff [218]). Any class of algebras closed under taking subalgebras, homomorphic images and Cartesian products is a variety.

Thus varieties may be defined in a "syntactic" way (by identities) and in a "semantic" way (as classes closed under these three most popular algebraic constructions).

A similar situation may be found in other parts of mathematics. For example, a manifold can be defined ("syntactically") by equations and ("semantically") as a locally Euclidean topological space.

The fact that a manifold is locally Euclidean means that if we are on this manifold, and cannot go very far (or if we can not memorize big volumes of data), then we won't be able to distinguish the manifold from the ordinary Euclidean space.

The fact that a variety of universal algebras is closed under the three constructions means that we can "live" inside a variety, use these constructions and never need any algebras outside the variety.

If $T$ is a class of universal algebras of the same type, then the variety generated by $T, \operatorname{var} T$ is the intersection of all varieties containing $T$. Equivalently, $\operatorname{var} T$ is the variety given by all identities that hold in all algebras of $T$.

Let $T$ be a class of universal algebras. Then $H(T)$ (resp. $S(T), P(T)$ ) denotes the class of homomorphic images (resp. subalgebras, Cartesian products) of algebras from $T$. It is not difficult to deduce from Theorem 1.4.27 the following formula (due to Garrett Birkhoff) (see [218]):

$$
\begin{equation*}
\operatorname{var} T=H S P(T) . \tag{1.4.1}
\end{equation*}
$$

Exercise 1.4.28. Prove (1.4.1). Hint: Prove that for every class $U$, we have

$$
\begin{aligned}
& S H(U) \subseteq H S(U), P H(U) \subseteq H P(U), P S(U) \subseteq S P(U), \\
& H H(U) \subseteq H(U), S S(U) \subseteq S(U), P P(U) \subseteq P(U) .
\end{aligned}
$$

Note that all classes of algebras from Section 1.4.1.3 are varieties except for the class of all fields: it is not closed under Cartesian products.
1.4.4. Relatively free algebras may not know their ranks. The Jónsson-algebras. Consider the signature consisting of one binary operation $\cdot$ and two unary operations $\alpha, \beta$. The variety $\mathcal{J}$ is given by three identities

$$
\alpha(a \cdot b)=a, \beta(a \cdot b)=b, \alpha(a) \cdot \beta(a)=a .
$$

An example of algebra from this variety can be constructed as follows. Consider any countable set $X$. Then $X \times X$ is also countable, so there exists a bijection $f: X \times X \rightarrow X$. Now let us define $x \cdot y=f(x, y)$, and define $\alpha(x)$ and $\beta(x)$ as the first and the second coordinates of the pair $f^{-1}(x)$ respectively. Clearly the algebra we obtain this way belongs to $\mathcal{J}$. Conversely, for every algebra $A$ in $\mathcal{J}$ we can define a bijection between $A \times A$ and $A$ by $f(a, b)=a \cdot b$. Hence every algebra in $\mathcal{J}$ is either trivial or infinite.

The variety $\mathcal{J}$ is called the Jónsson-Tarski variety, it also satisfies the following remarkable property [163].

Theorem 1.4.29. All finitely generated relatively free algebras in $\mathcal{J}$ with more than one element are isomorphic.

Nevertheless this "pathology" does not happen in any "natural" variety because of another theorem from [163].

Theorem 1.4.30. Let $\mathcal{V}$ be a variety of universal algebras that contains a finite nontrivial algebra. Then every relatively free algebra with $k \geq 0$ free generators cannot be generated by fewer than $k$ elements.

Proof. Indeed, let $B$ be a nontrivial finite algebra in $\mathcal{V}$, and let $A$ be a relatively free algebra in $\mathcal{V}$ with a finite set $X$ of free generators. Then, by definition of relatively free algebras, every map $X \rightarrow B$ extends to a homomorphism from $A$ to $B$. Since all these homomorphisms are different (their restrictions to $X$ are different), there are exactly $|B|^{|X|}$ homomorphisms from $A$ onto $B$ by Exercise 1.1.1. If $A$ can be generated by a set $Y$ with fewer than $|X|$ elements, then the number of homomorphisms from $A$ to $B$ is at most $|B|^{|Y|}$ (every homomorphism from $A$ to $B$ is uniquely determined by its restriction to $Y$ ), a contradiction.

Theorem 1.4.30 applies to all varieties considered later in this book: semigroups, inverse semigroups, rings and groups.

### 1.4.5. Locally finite varieties.

Theorem 1.4.31. Let $C$ be a class of algebras with finitely many operations. Then the following conditions are equivalent.
(1) Every finitely generated algebra in $\operatorname{var} C$ is finite, in other words, every algebra in $\operatorname{var} C$ is locally finite.
(2) For every natural number $m$ there exists a number $n=n(m)$ such that the order (i.e., the number of elements) of every m-generated subalgebra of any algebra from $C$ does not exceed $n$.

The second condition means that the orders of all $m$-generated subalgebras of algebras from $C$ are bounded from above.

Exercise 1.4.32. (a) Prove that the class of all finite semigroups does not satisfy condition (2) of Theorem 1.4.31, but any class consisting of finite number of finite algebras satisfies this condition.
(b) Give an example of a class $C$ consisting of one infinite algebra that satisfies condition (2).

Proof of Theorem 1.4.31, (1) $\rightarrow$ (2). Suppose that every finitely generated algebra in var $C$ is finite. Let us take any number $m$ and any $m$-generated subalgebra $S=\langle X\rangle$ of an algebra from $C$. Since every variety is closed under taking subalgebras, $S \in \operatorname{var} C$. By Theorem 1.4.24, $\operatorname{var} C$ contains relatively free algebras with any number of generators. Let us take the relatively free algebra $F_{m}$ with $m$ generators. We may suppose that $F_{m}$ is generated by the same set $X$. Since every finitely generated algebra in var $C$ is finite, $F_{m}$ is finite. Let $n$ be the number of elements in $F_{m}$. We know that every relatively free algebra is free "outside", that is every map from the set of generators $X$ to any other algebra $A$ in the variety var $C$ is extendable to a homomorphism $F_{m} \rightarrow A$. Therefore there exists a homomorphism $\phi: F_{m} \rightarrow S$ that is identical on $X$. The image of this homomorphism is a subalgebra of $S$. It contains the set of generators $X$, hence it contains all elements of $S$. Therefore $S$ is an image of $F_{m}$, so the number of elements in $S$ does not exceed $n$ (the number of elements in $F_{m}$ ).
$(2) \rightarrow(1)$. Suppose that for every $m$ we have found a number $n$ such that the order of any $m$-generated subalgebra of any algebra in $C$ does not exceed $n$. We have to prove that every finitely generated algebra in $\operatorname{var} C$ is finite. Let $S$ be an $m$-generated algebra in var $C$. By formula (1.4.1) $S$ is a homomorphic image of a subalgebra $T$ of a Cartesian product $\prod_{i} A_{i}$ of algebras from $C$.

Suppose $S$ is infinite. Then $T$ is also infinite. Notice that we may assume that $T$ is also $m$-generated. Indeed, we can take a pre-image of each generator or $S$ in $T$, and generate a subalgebra by these preimages; $S$ will be a homomorphic image of this subalgebra.

Recall that the Cartesian product $\prod_{i} A_{i}$ consists of vectors whose $i$-th coordinate is from $A_{i}$. The projection $\pi_{i}$ of the Cartesian product onto $A_{i}$ is a homomorphism. $\pi_{i}(T)$ is generated by $m$ elements (images of generators of $T)$. Therefore the order of $\pi_{i}(T)$ does not exceed some number $n=n(m)$ (all algebras $A_{i}$ are from $C$ ).

There exists only finitely many algebras of order $\leq n$ (we have only finitely many operations, each of them is defined by the "multiplication table" and there are only finitely many "multiplication tables").

Thus there exist only finitely many images $\pi_{i}(T)$.
For every finite algebra $A$ there exist only finitely many homomorphisms from $T$ to $A$. Indeed, each homomorphism is determined by the images of generators of $T$, we have finitely many generators and $A$ is also finite.

Therefore the number of different kernels of homomorphisms $\pi_{i}$ in $T$ is finite. Recall that the kernel of a homomorphism is the partition of $T$, which glues together elements that go to the same place under this homomorphism. Each of these partitions has only finitely many classes. Since $T$ is infinite, there exist two different elements $t_{1}$ and $t_{2}$ in $T$, which belong to the same class of each of these kernels. Thus $\pi_{i}\left(t_{1}\right)=\pi_{i}\left(t_{2}\right)$ for every $i$. Therefore these two vectors have the same coordinates. This means that they are equal, a contradiction.

An important case, when Theorem 1.4.31 trivially applies, is when $C$ consists of one finite algebra. In this case we say that the variety $\operatorname{var} C$ is finitely generated. The case when $C$ consists of finitely many finite algebras $A_{1}, \ldots, A_{n}$ is not more general because then $\operatorname{var} C=\operatorname{var}\left(A_{1} \times \ldots \times A_{n}\right)$.
1.4.6. The Burnside problem for varieties of algebras. For every class of algebras one can ask the question first asked in 1902 by Burnside 61 for groups where the orders of all subgroups generated by one element are bounded: Is every algebra in that class locally finite? That question is sometimes formulated in a more philosophical (and less precise) way: What makes an algebra in this class finite? For some classes of algebras, this question is easy, for others it is very complicated, but this question is always in the center of attention for any class of algebras, basically because generally finite algebras are much easier than infinite. Among various classes of algebras where the Burnside question was studied, varieties are of particular interest. The original (bounded) Burnside problem solved by Novikov and Adian [3] is about the variety of groups $\mathcal{B}_{n}$ given by one identity $x^{n}=1$.
1.4.7. Finitely based finite algebras. One of the most important properties of a variety is being finitely based, that is, being given by a finite number of identities. We say that an algebra is finitely based if the variety it generates is finitely based.

For each of the types of algebras above, it is known that "most" varieties are not finitely based. Still there are important classes of varieties consisting of finitely based varieties. Here are some of the results. We will talk more about some of them later.

Theorem 1.4.33 (Oates and Powell [252, 248], Kruse [188], L'vov [208]). Every finite group (finite associative ring) is finitely based.

Note that the proofs of Theorem 1.4.33 in cases of groups and associative rings (and also in the case of finite Lie rings [20] not discussed in this book) are very similar. Thus we shall present (in Section 4.5.2) only the proof for rings, which is easier. All proofs are based on the following universal algebra idea used first by Oates and Powell.

We call an algebra $D$ a divisor of an algebra $A$ if $D$ is a homomorphic image of a subalgebra $B$ of $A$. The divisor $D$ is said to be proper if either $B$ is a proper subalgebra of $A$ (that is, $B \neq A$ ) or the homomorphism of $B$ onto $D$ is not an isomorphism. A finite algebra $A$ is called critical if $A$ does not belong to the variety generated by all of its proper divisors.

Lemma 1.4.34. Every locally finite variety of algebras is generated by its critical algebras.

Proof. Let $\mathcal{V}$ be a locally finite variety and let $\mathcal{V}^{\prime}$ be the variety generated by all critical algebras in $\mathcal{V}$. Assume that $\mathcal{V}^{\prime} \varsubsetneqq \mathcal{V}$. Then there exists an identity $t_{1}=t_{2}$ that holds in $\mathcal{V}^{\prime}$ but fails in some algebra $A \in \mathcal{V}$. If $n$ is the number of variables in the terms $t_{1}$ and $t_{2}$, then the identity $t_{1}=t_{2}$ fails already in some $n$-generated subalgebra $B$ of the algebra $A$. Since $\mathcal{V}$ is locally finite, $B$ is finite,
and we conclude that there exists a finite algebra in $\mathcal{V}$ but not in $\mathcal{V}^{\prime}$, i.e., in $\mathcal{V} \backslash \mathcal{V}^{\prime}$.

Now let $C$ be an algebra with the smallest number of elements from $\mathcal{V} \backslash \mathcal{V}^{\prime}$. Then every proper divisor of $C$ must lie in $\mathcal{V}^{\prime}$ hence $C$ does not belong to the variety generated by all of its proper divisors. We see that $C$ is critical. But then $C$ must belong to $\mathcal{V}^{\prime}$ by the definition of $\mathcal{V}^{\prime}$, a contradiction.

A variety $\mathcal{V}$ is said to be a Cross variety if it has the following three properties:
(a) $\quad \mathcal{V}$ is locally finite;
(b) $\quad \mathcal{V}$ is finitely based;
(c) $\mathcal{V}$ has only finitely many critical algebras.

Proposition 1.4.35. Every Cross variety has only finitely many subvarieties and each of them is a Cross variety.

Proof. Let $\mathcal{V}$ be a Cross variety. The fact that $\mathcal{V}$ has only finitely many subvarieties immediately follows from the property (c) in the definition of a Cross variety and from Lemma 1.4.34. In order to show that every subvariety $\mathcal{W} \subseteq \mathcal{V}$ is itself a Cross variety, it suffices to verify that $\mathcal{W}$ is finitely based as the properties (a) and (c) are clearly inherited by subvarieties. If $\mathcal{W}=\mathcal{V}$, there is nothing to prove; otherwise by Lemma 1.4.34 and property (c) there is a maximal finite decreasing chain of subvarieties

$$
\begin{equation*}
\mathcal{V}=\mathcal{V}_{0} \supsetneqq \mathcal{V}_{1} \supsetneqq \cdots \supsetneqq \mathcal{V}_{n}=\mathcal{W} \tag{1.4.2}
\end{equation*}
$$

between $\mathcal{V}$ and $\mathcal{W}$. We show that $\mathcal{V}_{i}$ is finitely based by induction. By Property (b), the claim holds for $i=0$. Now suppose that $i>0$ and $\mathcal{V}_{i-1}$ has a finite basis of identities $\Sigma$. Take any identity $\sigma_{i}$ that holds in $\mathcal{V}_{i}$ but fails in $\mathcal{V}_{i-1}$. Then the system of identities $\Sigma \cup\left\{\sigma_{i}\right\}$ defines a variety that contains $\mathcal{V}_{i}$ and is strictly contained in $\mathcal{V}_{i-1}$ (why?). From the maximality of the chain (1.4.2) there is no variety strictly between $\mathcal{V}_{i-1}$ and $\mathcal{V}_{i}$ hence $\Sigma \cup\left\{\sigma_{i}\right\}$ must define $\mathcal{V}_{i}$. Thus $\mathcal{V}_{i}$ is also finitely based.

Now we can state the results by Oates-Powell, Kruse and L'vov more precisely:

Theorem 1.4.36. Every finite group (finite ring) generates a Cross variety.
Note that semigroups, monoids and inverse semigroups are missing from Theorems 1.4.33, 1.4.36. That is because for this types of algebras the theorem fails dramatically (see Sections 3.6).

Note also that by the celebrated theorem of McKenzie [225] (solving a wellknown Tarski problem) the class of finite universal algebras with one binary operation that generate finitely based varieties is not recursive, i.e., there is no algorithm,$\sqrt[3]{ }$ which recognizes if a finite universal algebra generates a finitely based variety.

[^2]1.4.8. Inherently non-finitely based finite algebras: the link between finite and infinite. A locally finite variety of algebras $\mathcal{V}$ is called inherently non-finitely based if every locally finite variety containing $\mathcal{V}$ is not finitely based. In other words, $\mathcal{V}$ is inherently non-finitely based if for every finite set $\Sigma$ of identities of $\mathcal{V}$ the Burnside question for var $\Sigma$ has negative answer: var $\Sigma$ contains finitely generated infinite algebras. If $A$ is a finite algebra, then $A$ is called inherently non-finitely based if var $A$ is inherently non-finitely based. If a finite algebra $B$ is such that $A \in \operatorname{var} B$ (say if $A$ is a subalgebra or a homomorphic image of $B$ ) and $A$ is inherently non-finitely based, then so is $B$. Thus finding one inherently non-finitely based finite algebra gives many finite algebras without finite bases of identities (and generating different varieties) and also gives many finitely based varieties where the Burnside question has a negative answer.

A connection between inherently non-finitely based algebras and the Burnside question is more apparent in this theorem.

THEOREM 1.4.37. A locally finite variety $\mathcal{V}$ with finite number of operations is inherently non-finitely based if and only if there exists a sequence of finitely generated infinite algebras $A_{n}, n \geq 1$ such that every $n$-generated subalgebra in $A_{n}$ belongs to $\mathcal{V}$ (and hence is finite).

Proof. Indeed, suppose that $\mathcal{V}$ is inherently non-finitely based. Consider the relatively free algebra $F_{n}$ in $\mathcal{V}$. It is finite by our assumption. Let $f_{1}, \ldots, f_{m}$ be all elements in $F_{n}$ represented by some terms in the generators $x_{1}, \ldots, x_{n}$ of $F_{n}$. The algebra $F_{n}$ is completely determined by its "multiplication tables". Each entry of the table corresponding to an operation $\gamma$ looks like

$$
\gamma\left(f_{i_{1}}, \ldots\right)=f_{j}
$$

We can rewrite each of these equalities in terms of $x_{1}, \ldots, x_{n}$, obtaining a relation $w=w^{\prime}$. Let us denote by $\Sigma$ the finite set of these relations. By Exercise 1.4 .26 each relation from $\Sigma$ is an identity in $\mathcal{V}$. Let $\mathcal{W}$ be the variety given by identities $\Sigma$. Since $\mathcal{V}$ is inherently non-finitely based and $\Sigma$ is finite, $\mathcal{W}$ contains a finitely generated infinite algebra $A_{n}$. Since every $n$-generated subalgebra $A^{\prime}=\left\langle a_{1}, \ldots, a_{n}\right\rangle$ of $A_{n}$ satisfies all the identities from $\Sigma$, it satisfies all the relations from the "multiplication tables" of $F_{n}$ (with $x_{i}$ replaced by $a_{i}$ ). Hence $A^{\prime}$ is a homomorphic image of $F_{n}$ (the map $x_{i} \mapsto a_{i}, i=1, \ldots, n$, extends to a homomorphism), and hence is finite and belongs to $\mathcal{V}$.

Conversely, suppose that a sequence of algebras $A_{n}, n \geq 1$, as in the formulation of the theorem has been found. Consider any variety $\mathcal{W}$ containing $\mathcal{V}$ and given by identities in at most $n$ variables $\Sigma$. Since every $n$-generated subalgebra $A^{\prime}$ of $A_{n}$ belongs to $\mathcal{V}, A^{\prime}$ satisfies $\Sigma$. That means that $A_{n}$ satisfies $\Sigma$ as well (every substitution of elements of $A_{n}$ for variables of $\Sigma$ maps the variables inside one of these $A^{\prime}$ ). Hence $A_{n} \in \mathcal{W}$, and $\mathcal{W}$ is not locally finite.

Thus having a finite inherently non-finitely based algebra of certain type implies that we can construct a sequence of infinite finitely generated algebras of that type, which give stronger and stronger negative answers to the Burnside question: these algebras, while all infinite, become more and more finite.

It turned out [243, 267, 228] that many finite algebras are inherently nonfinitely based, and in fact the set of all finite inherently non-finitely based finite algebras (even with one binary operation) is not recursive [225]. Here is a relatively easy example.

Definition 1.4.38 (Shallon [290]). Let $G=(V, E)$ be a (directed) graph. The graph algebra $A(G)$ is the algebra with the set of elements $V \cup\{\infty\}$ and one binary operation


Figure 1.4. Four graphs
A complete description of inherently non-finitely based finite graph algebras is given by the following theorem.

Theorem 1.4.39 (Baker, McNulty, Werner [18]). For every finite graph $G$ the following conditions are equivalent.
(1) $A(G)$ is not finitely based.
(2) $A(G)$ is inherently non-finitely based.
(3) $G$ contains one of the graphs shown on Figure 1.4 as an induced subgraph.

We are not going to give a full proof of Theorem 1.4.39, but we shall prove the implication (3) $\rightarrow(2)$ by showing that the graph algebras corresponding to graphs in Figure 1.4 are inherently non-finitely based. Note that algebra $M$ first appeared in the paper [242], where the fact that it is not finitely based was proved. This algebra has 3 elements, which is the smallest number of elements in any non-finitely based finite algebra by a result of Lyndon [209.

Implication (3) $\rightarrow(2)$ is a corollary of the following general theorem. The theorem connects the finite basis question with some properties of subshifts.

Let $B$ be a finite algebra. The infinite Cartesian power $B^{\mathbb{Z}}$ consists of biinfinite words over $B$ with coordinate-wise product. Let $T$ be the map that shifts each bi-infinite word one letter to the right (in Section 1.6 .2 we shall call the pair $\left(B^{\mathbb{Z}}, T\right)$ a full shift). By the HSP theorem, $B^{\mathbb{Z}}$ belongs to var $B$.

Theorem 1.4.40 (Baker, McNulty, Werner [19]). Let B be a finite algebra with one binary operation and zero denoted by $\infty$. Suppose that there exists a bi-infinite word $\alpha$ of non-zero elements of $B$ such that
(a) in $B^{\mathbb{Z}}$, the product of any two shifts of $\alpha, T^{n}(\alpha) \cdot T^{m}(\alpha)$, is either a shift $T^{i}(\alpha)$ of $\alpha$ or a bi-infinite word containing $\infty$.
(b) there are only finitely many $m, n \in \mathbb{Z}$ such that $\alpha \cdot T^{m}(\alpha)=T^{n}(\alpha)$ or $T^{m}(\alpha) \cdot \alpha=T^{n}(\alpha)$.
(c) there exists $t$ such that $\alpha \cdot T^{t}(\alpha)=T(\alpha)$ or $T^{t}(\alpha) \cdot \alpha=T(\alpha)$.

Then $B$ is inherently non-finitely based.
Proof. Consider the subalgebra $U$ of $B^{\mathbb{Z}}$ generated by all shifts $T^{i}(\alpha)$, $i \in \mathbb{Z}$. There is a congruence $\sim$ on $U$ with one class consisting of all bi-infinite words containing $\infty$ and all other classes singletons (in the case of semigroups we shall call such congruences the Rees congruences corresponding to an ideal). The quotient $V=U / \sim$ clearly belongs to var $B$. Its elements, by (a), are all shifts $T^{i}(\alpha), i \in \mathbb{Z}$, and symbol $\widehat{\infty}$ that denotes the $\sim$-class consisting of bi-infinite words containing the letter $\infty$. The map $T$ induces an automorphism of $V$ (the shift), which we shall also denote $T$. Note that $T$ has exactly two orbits, $\{\widehat{\infty}\}$ and the rest of $V$. For every $k \geq 1$, the map $T^{k}$ has exactly $k+1$ orbits.

Note that (b), (c) imply that $\alpha$ is not periodic, i.e., $T^{k}(\alpha) \neq \alpha$ for any $k>0$. Indeed, suppose that $T^{k}(\alpha)=\alpha$ for some $k>0$. By (c), we have that for some $t$ one of the two equalities from (c) hold. Suppose that the first equality holds (the other case is very similar): $\alpha \cdot T^{t}(\alpha)=T(\alpha)$. Then $T^{m}(\alpha) \cdot T^{m+t}(\alpha)=T^{m+1}(\alpha)$ for every $m$. Taking $m=k \ell$ for any $\ell$, we get (since $T$ is an automorphism) $T^{k \ell}(\alpha) \cdot T^{k \ell+t}(\alpha)=T^{k \ell+1}(\alpha)$ or $\alpha \cdot T^{k \ell+t}(\alpha)=T(\alpha)$ for every $\ell$, which contradicts (b).

We will use the following easy observation several times. Let $q$ be the maximal number that appears in (b).

Remark 1.4.41. Note that if $k$ is bigger than $q$, then $T^{s}(\alpha) T^{t}(\alpha)=\widehat{\infty}$ in $V$ whenever $|t-s| \geq k$.

Let $Z$ be the semigroup of all integers with operation $m * n=\max (m, n)$. It has the automorphism $\tau: i \mapsto i-1$. We construct two algebras $W_{1}$ and $W_{2}$.

The algebra $W_{1}$ consists of all pairs $(a, b)$ where $a \in V \backslash\{\widehat{\infty}\}, b \in Z$ and the symbol $\infty_{1}$ (which will play the role of zero). The product is $(a, b)\left(a^{\prime}, b^{\prime}\right)$ is $\left(a a^{\prime}, b * b^{\prime}\right)$ if $a a^{\prime} \neq \widehat{\infty}$ and $\infty_{1}$ otherwise. (This construction is called the 0 -direct product of $V$ and $Z$.)

Exercise 1.4.42. Prove that the algebra $W_{1}$ belongs to var $B$. Hint: Indeed, let $u=v$ be any identity of $B$. Prove that if the identity $u=v$ is normal (i.e., $u$ and $v$ contain the same letters) then $u=v$ holds on $Z$, and so it holds on $W_{1}$, which is a homomorphic image of $B^{\mathbb{Z}} \times Z$. If $u=v$ is not normal, and, say, letter $x$ appears in $u$ but not in $v$, set $x=\infty_{1}$ and deduce that identities $v=\infty_{1}$ and $u=\infty_{1}$ both hold in $B$. Then both $u=\infty_{1}$ and $v=\infty_{1}$ hold identically in $W_{1}$, hence, again, $W_{1}$ satisfies $u=v$.

Now take a "very large" integer $k$. It will be clear how large $k$ should be, but we certainly assume that $k$ is bigger than $2 q$.

The algebra $W_{2}$ consists of orbits of the automorphism $\left(T^{k}, \tau\right)$ on the set $(V \backslash\{\widehat{\infty}\}) \times Z$, and symbol $\infty_{2}$ (which plays the role of zero), with multiplication
of orbits defined by

$$
O_{1} \cdot O_{2}= \begin{cases}O_{3}, & \text { if } O_{1} \text { contains a pair }(a, b), O_{2} \text { contains a pair }(c, d) \\ & \text { such that }(a c, b * d) \in O_{3} \\ \infty_{2}, & \text { otherwise }\end{cases}
$$

Note that the partition into orbits of $\left(T^{k}, \tau\right)$ is not a congruence on $V$ so the following exercise is not quite trivial.

ExErcise 1.4.43. Check that the operation on $W_{2}$ is well defined that is the product $O_{1} O_{2}$ is uniquely determined by $O_{1}, O_{2}$. Hint: This is one of the places in the proof where Remark 1.4.41 is used.

We claim that
(1) The algebra $W_{2}$ is not locally finite.
(2) If $\ell$ is much less than $k$, then every $\ell$-generated subalgebra in $W_{2}$ is a quotient of a subalgebra of $W_{1}$ and so it belongs to var $B$ by Exercise 1.4.42,

By Theorem 1.4.37, this would imply that $B$ is inherently non-finitely based.
To show (1), let $\beta=T^{k}(\alpha), \gamma=T^{t}(\alpha)$. Since $\alpha \gamma=T(\alpha)$ (the case $\gamma \alpha=T(\alpha)$ is similar) in $V$ by (c), we have

$$
\begin{aligned}
\left(\ldots\left(\beta T^{k}(\gamma)\right) T^{k+1}(\gamma) \ldots\right) T^{2 k-1}(\gamma) & =\left(\ldots\left(T^{k}(\alpha) T^{k}(\gamma)\right) T^{k+1}(\gamma) \ldots\right) T^{2 k-1}(\gamma) \\
& =\left(\ldots\left(T^{k+1}(\alpha) T^{k+1}(\gamma)\right) \ldots\right) T^{2 k-1}(\gamma) \\
& =\ldots \\
& =T^{2 k}(\alpha) \\
& =T^{k}(\beta) .
\end{aligned}
$$

REMARK 1.4.44. If in (1.4.3) we replace $\beta$ by the pair $(\beta, i)$ (for some $i \geq$ 0 ), and we replace each $T^{j}(\gamma)$ by $\left(T^{j}(\gamma), 0\right)$, then the result will be the pair $\left(T^{k}(\beta), i\right)$, since $0 * i=i=i * 0$ in $Z$.

## Consider the subalgebra $Q$ of $W_{2}$ generated by the elements (orbits)

$$
\overline{(\beta, 0)}, \overline{\left(T^{k}(\gamma), 0\right)}, \overline{\left(T^{k+1}(\gamma), 0\right)} \ldots, \overline{\left(T^{2 k-1}(\gamma), 0\right)}
$$

By Remark 1.4.44, $Q$ contains $\overline{\left(T^{k}(\beta), 0\right)}=\overline{(\beta, 1)}$. Applying Remark 1.4.44 for $i=1$, we conclude that $Q$ also contains $\overline{\left(T^{k}(\beta), 1\right)}=\overline{(\beta, 2)}$. Continuing in that manner, we obtain that $Q$ contains all the elements $\overline{(\beta, s)}=\overline{\left(T^{k s}(\beta), 0\right)}, s \geq 0$. All these elements are different (prove it using the fact that $\alpha$ is not a periodic word!), hence $Q$ is infinite and finitely generated, and $W_{2}$ is not locally finite. This proves Claim (1).

To prove Claim (2), pick any natural number $\ell$ that is much less than $k$, and take $\ell$ elements $\overline{\left(T^{i_{j}}(\alpha), 0\right)}, j=1, \ldots, \ell$ (note that every element of $W_{2}$ is of that form or is equal to $\infty_{2}$ ).

Let $D$ be the union of orbits of elements $T^{i j}(\alpha), j=1, \ldots, \ell$, in $V$ under the automorphism $T^{k}$, i.e., the set of all elements of the form $T^{i_{j}+k s}(\alpha), j=1, \ldots, \ell$, $s \in \mathbb{Z}$. Let $S$ be the subalgebra of $V$ generated by $D$. Let $L$ be the maximal size of an $\ell$-generated subalgebra in $V$.

Let $\phi$ be the map $S \backslash\{\widehat{\infty}\} \rightarrow \mathbb{Z}$ that takes $T^{t}(\alpha)$ to $t$. Then $\phi$ is injective since $\alpha$ is not periodic. Also $\phi(D)$ is a union of $\ell$ arithmetic progressions with step $k$ (and $k$ is much bigger than $\ell$ ).

By (b), if $\delta_{1}, \delta_{2} \in S$ and $\delta_{3}=\delta_{1} \delta_{2} \neq \widehat{\infty}$, then $\left|\phi\left(\delta_{i}\right)-\phi\left(\delta_{j}\right)\right| \leq q, i, j=1,2,3$. Therefore for every product $\rho \neq \bar{\infty}$ of at most $L$ elements of $D$, involving $\delta \in D$, $\phi(\rho)$ is at distance at most $q L$ from $\phi(\delta)$. Thus the set of all these numbers $\phi(\omega)$ is contained in the interval $I_{\delta}=[\phi(\delta)-q L, \phi(\delta)+q L]$. Moreover all elements $\delta^{\prime} \in D$ that can be involved in the products representing elements from $\phi^{-1}\left(I_{\delta}\right) \cap S$ are themselves in $\phi^{-1}\left(I_{\delta}\right)$. Since we can assume that $k>2 q L+1$ (the number of integers in the interval $I_{\delta}$ ), each orbit of $T^{k}$ from $D$ intersects $\phi^{-1}\left(I_{\delta}\right)$ at most once. Thus $\phi^{-1}\left(I_{\delta}\right) \cap S$ is contained in a subalgebra of $V$ generated by at most $\ell$ elements. By the definition of $L$, then $S_{\delta}=\left(\phi^{-1}\left(I_{\delta}\right) \cap S\right) \cup\{\widehat{\infty}\}$ is a subalgebra of $V$ generated by at most $\ell$ elements.

If $\delta$ and $\delta^{\prime}$ belong to the same orbit of $T^{k}$, then $S_{\delta^{\prime}} \backslash\{\widehat{\infty}\}$ is obtained from $S_{\delta} \backslash\{\widehat{\infty}\}$ by applying $T^{k s}$ for some $s$ (why?). If $\epsilon \in S_{\delta}, \epsilon^{\prime} \in S_{\delta^{\prime}}$ then either $\epsilon \epsilon^{\prime}=\widehat{\infty}$ or $\epsilon \epsilon^{\prime} \in S_{\delta} \cap S_{\delta^{\prime}}$ (because both $\delta$ and $\delta^{\prime}$ are involved in products representing $\epsilon \epsilon^{\prime}$ ). Therefore $S$ is the union of all $S_{\delta}$.

Consider the map $\psi$ from $\mathbb{Z}$ to the cyclic group $C_{k}$ of integers modulo $k$, which takes any number $z$ to $z \bmod k$. Then $\psi(\phi(S))$ is contained in the union of at most $\ell$ intervals of natural numbers from [ $0, k-1$ ] of length at most $2 w q+1$. Since we can assume that $k>(2 w q+1) \ell$, there exists a natural number $i \leq k-1$ that does not belong to any of these intervals. Consider then the interval of natural numbers $I=[i, i+k-1]$. We have that

- $S_{0}=\left(\phi^{-1}(I) \cap S\right) \cup\{\widehat{\infty}\}$ is a union of several subalgebras $S_{\delta}$,
- $S_{0}$ is a subalgebra of $S$,
- $S$ is a union of $T^{k s}\left(S_{0}\right), s \in \mathbb{Z}$ (setting $\left.T(\widehat{\infty})=\widehat{\infty}\right)$ and
- the product of an element from $T^{k s}\left(S_{0}\right)$ and an element from $T^{k s^{\prime}}\left(S_{0}\right)$, $s \neq s^{\prime}$, is $\widehat{\infty}$.

Exercise 1.4.45. Prove these properties.
Consider $\left(S_{0} \backslash\{\widehat{\infty}\}\right) \times Z \subseteq W_{1}$. The image in $W_{2}$ of $\left(S_{0} \backslash\{\widehat{\infty}\}\right) \times Z$ under the map $\chi:(\gamma, i) \mapsto \overline{(\gamma, i)}$ coincides with the image of $(S \backslash\{\widehat{\infty}\}) \times Z$ under $\chi$ (why?).

Exercise 1.4.46. Prove that the set $S_{0}^{\prime}=\left(\left(S_{0} \backslash\{\widehat{\infty}\}\right) \times Z\right) \cup\left\{\infty_{1}\right\}$ is a subalgebra of $W_{1}$. Show that if we set $\chi\left(\infty_{1}\right)=\infty_{2}$, the map $\chi: S_{0}^{\prime} \rightarrow W_{2}$ becomes a homomorphism and the image of $\chi$ is finite. Hint: The only thing to be checked is that if the product of two sequences $\mu=T^{i}(\alpha), \nu=T^{j}(\alpha)$ in $S_{0} \backslash\{\widehat{\infty}\}$ is $\widehat{\infty}$, then the same is true for any shifts of $\mu, \nu$ by powers of $T^{k}$ (so the product of the corresponding orbits from $W_{2}$ is $\infty_{2}$ ). But that follows from the fact that $|i-j|$ is much smaller than $k$.

The set $\left(\left(S_{0} \backslash\{\widehat{\infty}\}\right) \times\{0\}\right) \cup\left\{\infty_{1}\right\}$ is a subalgebra of $S_{0}^{\prime} \subseteq W_{1}$ that is isomorphic to $S_{0}$ (why?). The image of this subalgebra contains the elements $\overline{\left(T^{i j}(\alpha), 0\right)}, j=1, \ldots, \ell$, so the subalgebra generated by these elements is a quotient of a subalgebra of $W_{1}$ and belongs to $\operatorname{var} B$, as desired.

Now in order to prove that graph algebras corresponding to graphs on Figure 1.4 are inherently non-finitely based, it is enough to find a bi-infinite word $\alpha$ for each of these algebras satisfying the three conditions of Theorem 1.4.40 (see [19]).

Exercise 1.4.47. For each of the algebras corresponding to the graphs on Figure 1.4 check that the following bi-infinite word satisfies the conditions of Theorem 1.4.40.

- For graph $T, \alpha=\ldots 020210202 \ldots$.
- For graph $M, \alpha=\ldots 111101011011101111 \ldots$.
- For graph $P_{4}, \alpha=\ldots 01012323 \ldots$.
- For graph $L_{3}, \alpha=\ldots 0001222 \ldots$.


### 1.5. Growth of algebras

Let $W$ be an infinite algebra generated by a finite set $X$. The growth function of $W$ provides a way of measuring the infiniteness of $W$. It can be defined as follows. Every element of $W$ can be represented as the value of some term in $X$. Say, in the case of groups or semigroups, the term is a word in the alphabet $X$, and in the case of associative algebras over a field $K$ terms are non-commutative polynomials in $X$ (i.e., formal linear combinations $\sum k_{i} u_{i}$ of words $u_{i}$ in the alphabet $X$ with coefficients $k_{i}$ from $K$ ). With each term we assign its degree, which in the case of semigroups or groups is simply the length of the word, in the case of associative algebras is the length of the longest word of the linear combination. For other types of algebras the degree can be more complicated. For every natural $n$ consider the set $B_{n}$ of elements of $W$ of degree at most $n$. In the case of semigroups or groups it is a finite set, in the case of algebras over a field, $B_{n}$ is a finite dimensional subspace. In these and many other cases, we can talk about the size of $B_{n}$ : in the case of groups and semigroups the size is the number of elements, in the case of associative algebras over fields it is the dimension of the subspace. Thus we have a function $f_{X}$ from the set of natural numbers to itself sending each $n$ to the size of $B_{n}$. It is the growth function of $W$ with respect to the generating set $X$, one of the main numerical invariants of an algebra. For "finite" algebras (we put "finite" in quotation marks because it includes here the case of finite dimensional associative algebras, for example), the growth function with respect to any generating set is bounded by a constant. For infinite algebras it is unbounded. Thus growth functions distinguish finite from infinite, and allow one to talk about different grades of infiniteness. Originally the first growth functions were investigated by Schwartz in the case of groups [310. He noticed that if $M$ is a compact Riemannian manifold and $\bar{M}$ is its universal cover, then the volume growth function of $\bar{M}$ is equivalent to the growth function of the fundamental group of $M$ (see Section 5.5.1.1) with respect to some (hence any) finite generating set. Here the volume growth for $\bar{M}$ is defined as the function that sends every natural number to the volume of the ball of radius $n$ around some fixed point of $\bar{M}$. Two functions $f, g: \mathbb{N} \rightarrow \mathbb{N}$ are called equivalent if for some constant $C>1$ and every sufficiently
large $n \in \mathbb{N}$ we have

$$
\frac{1}{C} f\left(\frac{n}{C}\right) \leq g(n) \leq C f(C n) .
$$

(For example, every two exponential functions $a^{n}, a>1$, are equivalent, any polynomial function $a_{k} n^{k}+\cdots+a_{0}$ with real coefficients, $a_{k}>0$, is equivalent to $n^{k}$, etc.)

Exercise 1.5.1. Show that for any finitely generated group (semigroup, linear algebra) the growth functions with respect to any two finite generating sets are equivalent.

It follows that for a compact manifold $M$ the growth functions of its fundamental group with respect to any two finite generating sets are equivalent.

Together with the growth function $f_{X}$ it is natural to consider the spherical growth function $s_{X}$ and the growth series. The function $s_{X}$ is defined by $s_{X}(n)=$ $f_{X}(n)-f_{X}(n-1)$ for every $n>0$ and $s_{X}(0)=1$ (thus in the case of semigroups or groups, it is the number of elements of length $n$ ). The growth series is defined by

$$
P_{X}(z)=\sum_{n=0}^{\infty} s_{X}(n) z^{n} .
$$

Similarly, one can define the growth function, the spherical growth function, and growth series of any language. We shall see that analytic and algebraic properties of the function represented by that series reflect syntactic and semantic properties of the algebra or the language (see Sections 1.8.915.9.2.3).

### 1.6. Symbolic Dynamics

1.6.1. Basic definitions $4^{4}$. A topological dynamical system in general is a compact topological space $X$ with a semigroup $S$ of continuous transformations $X \rightarrow X$.

Since we will study only concrete dynamical systems in this book, we do not define "compact topological space" (and assume that the notion of "continuous map" is known). The most popular semigroups are the infinite cyclic semigroup $\mathbb{N}$ or the group of integers $\mathbb{Z}$ (the so-called discrete dynamical systems), the group of reals $\mathbb{R}$ and the semigroup of positive reals (continuous dynamical systems). The dynamical system is denoted by $(X, S)$. If $S=\mathbb{Z}$ or $S=\mathbb{N}$ is generated by one element $T$, then we write $(X, T)$ instead of $(X,\langle T\rangle)$.

For example, let $M$ be a compact manifold without boundary (like a sphere or a torus) and let $F$ be a continuous tangent vector field on it. This vector field determines a flow on $M$. For every point $x$ in $M$ and for every real number $r$ we can find the point $\alpha_{r}(x)$ where $x$ will be in $r$ seconds if we start at the point $x$. The transformations $\alpha_{r}$ form a group isomorphic to the additive group of real numbers (if some natural analytic conditions on $M$ and $F$ hold). This is a typical continuous dynamical system. The transformations $\alpha_{n}$ corresponding to the integers form a discrete dynamical system.

[^3]If we take this discrete dynamical system, divide $M$ into finite number of parts as we did in Section 1.2.1, then with a discrete trajectory of a point $x$ in $M$ we can associate a bi-infinite word of labels of regions, which are visited by the point $x$ in $\ldots,-3,-2,-1,0,1,2, \ldots$ seconds. The set of all these bi-infinite words approximates the original dynamical system. This approximation is in general better if the areas of the regions are smaller (this is similar to approximating solutions of differential equations). An important observation made first probably by Hadamard, says that under some (not very restrictive) conditions this set of words may be considered as a dynamical system itself.

One of the basic general results about (discrete) dynamical systems is the following recurrence theorem (here we assume that the semigroup $S$ is the group $\mathbb{Z})$.

Definition 1.6.1. Let $(D, T)$ be a dynamical system. Assume that $T$ is a bijection. A point $x \in D$ is called uniformly recurrent (also called almost periodic) if for every neighborhood $U$ of $x$ in $D$ there exists a number $N=N(U)$ such that for every integer $k$ one of the points

$$
T^{k}(x), T^{k+1}(x), \ldots, T^{k+N-1}(x)
$$

belongs to $U$.
Theorem 1.6.2 (George Birkhoff recurrence theorem [238, 117]). Every discrete dynamical system ( $D, T$ ) contains a uniformly recurrent point.

Proof. Let $(D, T)$ be a dynamical system; that is, $D$ is compact, and $T: D \rightarrow D$ is a continuous bijection. Consider all subsystems $\left(D^{\prime}, T\right)$ where $D^{\prime}$ is a closed subset of $D$ stable under $T, T^{-1}$. Since the intersection of any decreasing sequence $D_{1} \supset D_{2} \supset \ldots$ of subsystems is again a dynamical subsystem of ( $D, T$ ), and $D$ is compact, there exists a minimal (under inclusion) subsystem $\left(D^{\prime}, T\right) \cdot 5$ We claim that every point $x$ in $D^{\prime}$ is uniformly recurrent. Let $U$ be a neighborhood of $x$ in $D^{\prime}$. Then $V=\bigcup_{i \in \mathbb{Z}} T^{i}(U)$ is an open subset of $D^{\prime}$, and $T(V)=T$. Therefore $D^{\prime} \backslash V$ is a closed subset and a subsystem of $D^{\prime}$. By the minimality of $D^{\prime}, D^{\prime} \backslash V$ is empty. Hence $D^{\prime}=V=\bigcup_{i \in \mathbb{Z}} T^{i}(U)$. By compactness, there exists $L$ such that $D^{\prime} \subseteq \cup_{i=-L}^{L} T^{i}(U)$. Let $N=2 L+1$. Then for every $k \in \mathbb{Z}$ there exists $j \in\{-L, \ldots, L\}$ such that $T^{k+L}(x) \in T^{j}(U)$, hence $T^{k+L-j}(x) \in U$ as required since $k \leq k+L-j \leq k+N$.

### 1.6.2. Subshifts.

1.6.2.1. The definitions. Let $A$ be a finite alphabet. Consider the set $A^{\mathbb{Z}}$ of all bi-infinite words in the alphabet $A$. If $\alpha \in A^{\mathbb{Z}}$, and $m \leq n$ are integers, then $\alpha(m, n)$ is the subword of $\alpha$ starting at the position number $m$ and ending at the position number $n$. One can define a distance function on $A^{\mathbb{Z}}$ by the following rule. Let $\alpha, \beta \in A^{\mathbb{Z}}$. Let $n$ be the largest number such that the word $\alpha(-n, n)$ coincides with the word $\beta(-n, n)$ (if the letters $\alpha(0,0)$ and $\beta(0,0)$ are different, set $n=-1$ ). Then the distance $\operatorname{dist}(\alpha, \beta)$ between $\alpha$ and $\beta$ is equal to $\frac{1}{2^{n}}$ (in

[^4]particular, if $\alpha=\beta$, then $\operatorname{dist}(\alpha, \beta)=\frac{1}{2^{\infty}}=0$ as required by the definition of metric).

Exercise 1.6.3. Prove that for every $\alpha \in A^{\mathbb{Z}}$ the open ball of radius $\epsilon>0$ around $\alpha$, that is, the set $B(\alpha, \epsilon)=\{\omega \mid \operatorname{dist}(\omega, \alpha)<\epsilon\}$ is equal to the closed ball $\bar{B}\left(\alpha, \epsilon^{\prime}\right)=\left\{\omega \mid \operatorname{dist}(\omega, \alpha) \leq \epsilon^{\prime}\right\}$ for some $\epsilon^{\prime}<\epsilon$. Hence every open ball of $A^{\mathbb{Z}}$ is closed. Show that if $\epsilon \leq 1$, then $\bar{B}(\alpha, \epsilon)$ consists of all bi-infinite words $\omega$ such that $\omega(-n, n)=\alpha(-n, n)$ where $n=-\left\lfloor\log _{2}\right\rfloor$ where $\lfloor x\rfloor$ denotes the biggest integer not exceeding $x$.

This metric makes $A^{\mathbb{Z}}$ a compact topological space (this is a standard elementary topology fact). Let $T$ be a shift on $A^{\mathbb{Z}}$ to the right, that is $T(\alpha)(i, i)=$ $\alpha(i-1, i-1)$ for all $i \in \mathbb{Z}$. It is easy to prove that $T$ and $T^{-1}$ are continuous maps of $A^{\mathbb{Z}}$ onto itself (prove it!).

Therefore $\left(A^{\mathbb{Z}}, T\right)$ is a dynamical system.
Definition 1.6.4. The system $\left(A^{\mathbb{Z}}, T\right)$ and all its subsystems (that is, closed subsets of $A^{\mathbb{Z}}$ which are stable under $T, T^{-1}$ ) are called subshifts.

One can define subshifts without using any topology as follows:
Definition 1.6.5. A subset $X$ of $A^{\mathbb{Z}}$ is a subshift if

- $T(X)=X$ and
- if $\omega \in A^{\mathbb{Z}}$ and all finite subwords of $\omega$ are subwords of some of the bi-infinite words from $X$, then $\omega \in X$.
Exercise 1.6.6 (Requires knowledge of some topology). Prove that Definitions 1.6 .4 and 1.6 .5 are equivalent.

Thus a subshift $(X, T)$ is completely determined by the language $L(X)$ of (finite) words in the alphabet $A$ of the subshift $X$ that do not appear as subwords in the bi-infinite words from $X$, i.e., by the set of forbidden subwords. It is clear that $L(X)$ is an ideal of the free monoid $A^{*}$, that is a subsemigroup of $A^{*}$ such that $a b \in L(X)$ provided either $a$ or $b$ is in $L(X)$ (prove that!).

If $L(X)$ is finitely generated as an ideal, i.e., consists of a finite set of words $L_{0}$ and all words from $A^{*}$ containing words from $L_{0}$, then $(X, T)$ is called a subshift of finite type. Thus subshifts of finite type are determined by a finite set of forbidden subwords $L_{0}$. Note that in this case we can assume that all words from $L_{0}$ are of the same length. Indeed, if $m$ is the maximal length of words in $L_{0}$, consider the set $L_{0}^{\prime}$ of all words of length $m$ each of which contains a subword from $L_{0}$. Then the subshifts determined by $L_{0}^{\prime}$ and $L_{0}$ coincide (prove it!). If all words of the forbidden set $L_{0}$ are of length $m+1$, then the subshift is called an $m$-step subshift. Note that every $m$-step subshift is also $n$-step for every $n \geq m$ (prove it!).

The subshift $\left(A^{\mathbb{Z}}, T\right)$ is called the full shift. Another concrete example is the golden mean subshift $\mathcal{F}$, the set of all bi-infinite words over $A=\{a, b\}$ such that every occurrence of $b$ is followed by an occurrence of $a$ (i.e., $\{b b\}$ is the set of forbidden subwords). Both the full shift and the golden mean subshift are subshifts of finite type. The full shift is 0 -step (one can even argue that it is
-1-step), in fact every 0-step subshift is equal to the full shift over some alphabet (prove it!). The golden mean subshift is a 1 -step subshift (by definition).
1.6.2.2. The complexity function of a subshift. Let $(X, T) \subseteq\left(A^{\mathbb{Z}}, T\right)$ be a subshift. Let $L$ be the language of all subwords of the bi-infinite words in $X$ and $f(n)$ be the spherical growth function of that language (see Section 1.5). Thus for every $n, f(n)$ is the number of words of length $n$ that are subwords of the bi-infinite words from $X$. The function $f: \mathbb{N} \rightarrow \mathbb{N}$ is called the complexity function of $(X, T)$.

EXERCISE 1.6.7. Show that the complexity function of the full shift $\left(A^{\mathbb{Z}}, T\right)$ is $f(n)=|A|^{n}$.

Exercise 1.6.8. Show that the complexity function $f(n)$ of the golden mean subshift $\mathcal{F}$ satisfies $f(1)=2, f(2)=3, f(n+1)=f(n)+f(n-1)$, that is $f(n)$ is the $n+2$ nd Fibonacci number. Hint: Induction on $n$. Use the fact that that every word of length $n+1$ that appears as $\omega(i, n+i)$ for some $\omega \in \mathcal{F}$ either ends with $a$ (and then $\omega(i, i+n-1)$ can be arbitrary subword of length $n$ in a bi-infinite word from $\mathcal{F}$ ) or ends with $a b$ (and $\omega(i, i+n-2)$ can be arbitrary subword of length $n-1$ in a bi-infinite word from $\mathcal{F}$ ).

Exercise 1.6.9. Let $u$ be a (finite) word in the alphabet $\{a, b\}$. Let $X_{u} \subset A^{\mathbb{Z}}$ be the u-periodic subshift, that is the set of all bi-infinite words $\omega$ in $A^{\mathbb{Z}}$ such that all finite subwords of $\omega$ are periodic with period $u$.
(1) The subshift $X_{u}$ is finite (i.e., consists of finite number of bi-infinite words).
(2) Show that the complexity function of any finite subshift is bounded from above by a constant.
(3) Prove that every finite subshift is a subshift of finite type.

Exercise 1.6.10. Show that for every infinite subshift $\left(X, T_{X}\right)$, the complexity function satisfies $f(n) \geq n+1$. Hint: If the alphabet contains only one letter, the subshift is finite (consists of one element), so we can assume that the alphabet contains more than one letter. Then $f(1) \geq 2$. Clearly, $f(n+1) \geq f(n)$ for all $n$. If $f(n+1)=f(n)$ for some $n$, then every subword of length $n$ of a biinfinite word from the subshift uniquely determines the letter next to the right of the subword. Show that then any bi-infinite word in the subshift is periodic with period of length at most $n+1$, and the subshift is finite (since there are only finitely many words of length $\leq n+1$ over a finite alphabet).
1.6.2.3. Sturmian subshifts. The following example is a simple 1-dimensional version of the real life example from Section [1.2.1. Consider the unit circle, that is the interval $[0,1]$ with 0 and 1 identified. Let $\alpha$ be an irrational number from the interval $(0,1)$. Subdivide the circle into two parts $[0,1-\alpha),[1-\alpha, 1)$. Label the first part by $N$ (Nebraska) and the second part by $I$ (Iowa). Start with any number $t$ between 0 and 1 . For every $n \in \mathbb{Z}$ record the label of the part of the circle containing $t+n \alpha$, we get a bi-infinite word $\omega_{t}$. The set of all such bi-infinite words is a subshift (prove it!), which is called the Sturmian subshift corresponding to the number $\alpha$. The Sturmian subshifts (introduced by Morse
and Hedlund [239]) have many remarkable properties and are very well studied (see, for example, [207]).

Here is perhaps the main property of Sturmian subshifts: these subshifts have the smallest complexity functions among infinite subshifts.

Theorem 1.6.11 (See [207, compare with Exercise 1.6.10). The complexity function of every Sturmian subshift is $f(n)=n+1$. Conversely, every subshift with complexity function $f(n)=n+1$ is a Sturmian subshift.
1.6.2.4. The entropy and the conjugacy problem for subshifts. A homomorphism between subshifts $\left(X, T_{X}\right)$ and $\left(Y, T_{Y}\right)$ is a continuous map $\phi: X \rightarrow Y$, which commutes with $T$ :

$$
\phi\left(T_{X}(x)\right)=T_{Y}(\phi(x)) .
$$

As with the definition of subshifts themselves, homomorphisms of subshifts can be defined purely syntactically.

Let ( $X, T_{X}$ ) be a subshift with alphabet $A$ and let $B$ be an alphabet.
Fix a nonnegative integer $n$. Let $\mathcal{A}$ be the (finite) set of all words over $A$ of length $2 n+1$. Fix a map $\psi: \mathcal{A} \rightarrow B$. Then consider the map $\bar{\psi}$ from $X$ to the full shift $B^{\mathbb{Z}}$ taking every bi-infinite word $\omega$ to the bi-infinite word $\omega^{\prime}$ where for every $i \in \mathbb{Z}$,

$$
\omega^{\prime}(i, i)=\psi(\omega(i-n, i+n)) .
$$

Thus in order to produce $\omega^{\prime}$, we scan $\omega$ and for every $i$ record the letter from $B$ corresponding to the window of length $2 n+1$ around the $i$-th letter of $\omega$.

It is not difficult to check that the map $\bar{\psi}$ is a homomorphism. It turns out (see Hedlund 149 and Lind-Marcus [203]) that the converse statement is true too.

Theorem 1.6.12. Every homomorphism $\chi$ from a subshift $\left(X, T_{X}\right)$ to a subshift $\left(Y, T_{Y}\right)$ is of the form $\bar{\psi}$ for some $\psi$ (and $n$ ).

Proof. For every $b \in B$ let $X_{b}$ be the set of bi-infinite words $\omega$ in $X$ such that $\chi(\omega)$ has $b$ at the 0 -th coordinate. Then all $X_{b}$ are disjoint and their union is the whole $X$. Moreover each $X_{b}$ is a closed subset of $X$. Indeed, if $\omega \in X_{b}$, then

$$
\left.X_{b}=\{\alpha \mid \operatorname{dist}(\chi(\alpha), \chi(\omega)) \leq 1\}\right\} .
$$

Thus $X_{b}$ is the preimage of a closed ball of radius $1 / 2$ in $Y$ (the preimage of a closed set under a continuous map is closed). In a compact metric space, any two closed subsets $U, V$ are distance-separated, that is for some $\epsilon>0$, $\operatorname{dist}(u, v)>\epsilon$ for every $u \in U, v \in V$. Thus there exists $k$ such that $\operatorname{dist}(\alpha, \beta)>\frac{1}{2^{k}}$ for every $\alpha \in X_{b}, \beta \in X_{b^{\prime}}$ where $b \neq b^{\prime}$. Let $\mathcal{B}$ be the set of all words in $A$ of length $2 k+1$. If a word $u \in \mathcal{B}$ appears as $\omega(-k, k)$ in some $\omega \in X$, then all bi-infinite words $\omega^{\prime} \in X$ with $\omega^{\prime}(-k, k)=u$ belong to the same $X_{b}$ with $\omega$. Thus we define $\psi(u)=b$. If $u$ does not appear as $\omega(-k, k)$ in any $\omega \in X$, we can define $\psi(u) \in B$ arbitrarily. It remains to solve the following exercise.

Exercise 1.6.13. Show that the map $\bar{\psi}$ coincides with $\chi$.

Exercise 1.6.14. Let $\mathcal{F}$ be the golden mean subshift over $A=\{a, b\}$. Let $n=$ 1 , and let $\mathcal{B}$ be the set of all words of length 3 : $a a a, a a b, a b a, a b b, b a a, b a b, b b a, b b b$. Let $\psi$ assign letters $a, b, a, b, a, b, a, b$ to these words (that is $\psi$ sends each of the 8 words to its last letter). Show that $\bar{\psi}$ is a homomorphism from $\mathcal{F}$ to $\mathcal{F}$, which coincides with $T^{-1}$.

ExERCISE 1.6.15 (Requires some set theory). Show that every subshift has only countably many homomorphisms.

Two subshifts $\left(X, T_{X}\right),\left(Y, T_{Y}\right)$ are called conjugate if there exists a bijective homomorphism $\phi: X \rightarrow Y$ (called conjugacy). For example, $T_{X}$ is a conjugacy from $\left(X, T_{X}\right)$ to itself, i.e., an automorphism of $\left(X, T_{X}\right)$. By Exercise 1.6 .15 every subshift has only countably many conjugate subshifts. Note that a conjugacy is always a homeomorphism, that is its inverse is also continuous (hence a homomorphism). The easiest way to prove that it is a homeomorhism is by using the following general topology fact: if a continuous map from a compact space is bijective, then the inverse map is continuous too.

A major open problem of symbolic dynamics is the conjugacy problem for subshifts of finite type:

Problem 1.6.16. Is there an algorithm that given two finite collections of words $U, V$ decides whether the subshifts of finite type corresponding to $U$ and $V$ (that is, the subshifts consisting of all bi-infinite words that contain subwords from $U$ and $V$, respectively) are conjugate?

One of the main characteristics of a subshift $(X, T)$ is its (topological) entropy $h(X)$ defined as

$$
\begin{equation*}
h(X)=\lim _{n \rightarrow \infty} \frac{1}{n} \ln f(n) \tag{1.6.1}
\end{equation*}
$$

where $f(n)$ is the complexity function of the subshift.
Exercise 1.6.17. Prove that the limit in (1.6.1) exists for every subshift $S$. Hint: First prove that the complexity function $f(n)$ is submultiplicative, i.e., it satisfies the inequality $f(m+n) \leq f(m) f(n)$ for every $m, n \geq 0$ and hence $g(n)=\ln f(n)$ is a subadditive function, i.e., $g(m+n) \leq g(m)+g(n)$ for every $m, n$. Then show that for every subaddtitive function $g(n)$ the $\operatorname{limit} \lim _{n \rightarrow \infty} \frac{g(n)}{n}$ exists and is equal to the infimum of all the numbers $\frac{g(n)}{n}$. For this, fix an integer $m>0$ and for every $n>m$ set $n=m q+r$ where $0<r \leq m$. Then $\frac{g(n)}{n} \leq \frac{g(q m)}{q m}+\frac{g(r)}{n} \leq \frac{g(m)}{m}+\frac{g(r)}{n}$. Deduce that $\limsup _{n \rightarrow \infty} \frac{g(n)}{n} \leq \frac{g(m)}{m}$, which is true for every $m$.

ExERCISE 1.6.18. Prove that

- the entropy of the full shift on a $k$-letter alphabet, is $\ln k$,
- the entropy of the golden mean subshift is $\ln \phi$ where $\phi$ is the golden mean $\frac{1+\sqrt{5}}{2}$,
- the entropy of any Sturmian subshift and every finite subshift is 0 .

ExERCISE 1.6.19. Prove that the entropy of a subshift is a conjugacy invariant that is conjugate subshifts have the same entropy.

ExERCISE 1.6.20. Show that there are uncountably many pairwise non-conjugate subshifts of entropy 0. Hint: Consider the Sturmian subshifts and use Exercise 1.6.15.

ExErcise 1.6.21. Show that there are infinitely many pair-wise non-conjugate subshifts of finite type that have entropy 0 . Hint: Consider finite subshifts.
1.6.3. Edge subshifts. Let $\Gamma=(V, E)$ be a finite graph. Then the set of all bi-infinite paths on $\Gamma$ is a subshift with the alphabet $E$. This subshift is called the edge subshift of $\Gamma$.

ExERCISE 1.6.22. Prove that every edge subshift of a finite graph is a 1-step subshift.

Thus every edge subshift of a finite graph is a subshift of finite type. It turns out that up to conjugacy there are no other subshifts of finite type.

THEOREM 1.6.23. Every subshift of finite type is conjugate to an edge subshift of a finite graph.

Proof. Let $(X, T)$ be a subshift of finite type of $M$-step for some $M$. Consider the set $V=B_{M}$ all words of length $M$ and the set $E=B_{M+1}$ of words of length $M+1$ that are subwords in bi-infinite words from $X$. Let $\Gamma$ be the graph with vertex set $V$ and edge set $E$ where for every $e \in E$, $e_{-}$is the prefix of $e$ of length $M$, and $e_{+}$is the suffix of $e$ of length $M$ (this is called the de Bruijn graph). The identity map from $B_{M+1}$ to $E$ defines a homomorphism $\psi$ from $X$ to the edge subshift $\Omega$ of the graph $\Gamma$.

EXERCISE 1.6.24. Show that $\psi$ is a bijection.

### 1.7. Rewriting systems

1.7.1. Basic definitions. A rewriting system is any graph in the sense of Serre. If we consider a graph as a rewriting system, then vertices are called objects, edges are called moves and positive (negative) edges are called positive (negative) moves.

If there exists a positive move of a rewriting system $\Gamma$ with tail $a$ and head $b$, then we say that $a$ can be positively rewritten into $b$ in one step and denote this situation by $a \rightarrow_{\Gamma} b$. A path in $\Gamma$ is called a derivation. A path consisting of positive (negative) moves is called a positive (negative)derivation. If there exists a positive derivation from $a$ to $b$, we say that $a$ can be rewritten to $b$, and denote this by $a \xrightarrow{*}_{\Gamma} b$.

A rewriting system $\Gamma$ is called terminating if every sequence $a_{1} \rightarrow_{\Gamma} a_{2} \rightarrow_{\Gamma}$ $\ldots \rightarrow_{\Gamma} a_{n} \rightarrow_{\Gamma} \ldots$ stabilizes after a finite number of moves.

Example 1.7.1. The rewriting system whose objects are natural numbers and a positive move takes any perfect square to its positive square root is terminating while the rewriting system with the same objects and positive moves $n \rightarrow n+1$ is not terminating.

Notice that if $\Gamma$ is terminating, then $\stackrel{*}{\rightarrow}_{\Gamma}$ is always a partial order on the set of objects of $\Gamma:$ if $a \xrightarrow{*}$ $b$, then $b$ is "better" than $a$. This order satisfies the descending chain condition, hence every set $Y \subseteq X$ of objects of $\Gamma$ contains a "best" object i.e., an object that cannot be rewritten into some other object from $Y$ by a positive move.

An object of a rewriting system $\Gamma$ that cannot be changed by any positive move will be called terminal.

Example 1.7.2. In the terminating rewriting system from Example 1.7.1, the terminal elements are numbers that are not perfect squares.
1.7.2. Confluence. One of the main purposes of the theory of rewriting systems is to study the equivalence relations they generate. If $\Gamma$ is a rewriting system, then the equivalence relation generated by $\Gamma$, that is the smallest equivalence relation containing $\rightarrow_{\Gamma}$ (see Section 1.1), will be denoted by $\stackrel{*}{\longleftrightarrow}{ }_{\Gamma}$.

A rewriting system $\Gamma$ is called confluent if for every three objects $a, b, c$ such that $a{\underset{ }{*}}_{\Gamma} b$ and $a{\underset{ }{*}}_{\Gamma} c$ there exists an object $d$ such that $b \xrightarrow{*}_{\Gamma} d, c{\underset{~}{*}}_{\Gamma} d$. This notion is illustrated by the following picture (Figure 1.5) where arrows pointing down symbolize positive moves.


Figure 1.5. Confluence
Finding the object $d$ and the derivations to $d$ from $b$ and $c$ is called completion of a diamond.

A confluent and terminating rewriting system is called Church-Rosser (this concept was first introduced in [67]).

We call a rewriting system $\Gamma$ deterministic if for every object $d$ there is at most one positive rule applicable to $d$.

Exercise 1.7.3. Every deterministic rewriting system is confluent.

ExERCISE 1.7.4. Let $\Gamma$ be a rewriting system where objects are natural numbers and moves are of two types. The moves of the first type take any natural number $n \geq 2$ to $n-1$, the moves of the second type take every even natural number $n$ to $n / 2$. Check that this rewriting system is Church-Rosser. What are the terminal objects of this rewriting system?

ExERCISE 1.7.5. Let $\Gamma$ be the rewriting system where objects are natural numbers and moves are of two types. The moves of the first type take every number to its sum of decimal digits (for example, $4567 \rightarrow 22 \rightarrow 4$ ). The moves of the second type take every odd number $n \geq 3$ to $\frac{n-1}{2}$. Prove that this system is not Church-Rosser.

ExERCISE 1.7.6 (The $3 n+1$-game). Let $\Gamma$ be the rewriting system where objects are natural numbers and moves are of two types. The move of the first type is applicable only to even numbers, it divides the number by 2 . The move of the second type is applicable only to odd numbers $>1$, it multiplies the number by 3 and adds 1 . For example, $10 \rightarrow 5 \rightarrow 16 \rightarrow 8 \rightarrow 4 \rightarrow 2 \rightarrow 1$. Prove that $\Gamma$ is confluent. (The question whether $\Gamma$ is Church-Rosser, i.e., terminating, is a major open problem.)

Exercise 1.7.7 (Requires some knowledge of Linear Algebra). Let $\Gamma$ be the rewriting system where objects are square matrices over a field $K$, and moves are row operations:

- if row number $i$ starts with $s$ zeroes followed by $a \neq 0$ and row number $j$ $(j>i)$ starts with $s$ zeroes followed by $b \neq 0$, then subtract row number $i$ multiplied by $b / a$ from row number $j$,
- switch rows number $i$ and number $j$ where $i>j$ and row number $i$ has more leading zeroes than row number $j$,
- if the first non-zero entry of row number $i$ is $a$, then multiply this row by $1 / a$,
- if $i<j$, row number $j$ starts with $s$ zeroes followed by 1 , and entry number $s+1$ of row number $i$ is $a \neq 0$, then subtract row number $j$ multiplied by $a$ from row number $i$.
Show that $\Gamma$ is Church-Rosser. Show that the terminal objects in this rewriting system are matrices in the reduced row echelon form. Deduce the well-known important theorem from Linear Algebra that every matrix has only one reduced row echelon form.

Lemma 1.7.8. For every two objects $a, b$ of a confluent rewriting system $\Gamma$, if $a \stackrel{*}{\longleftrightarrow}{ }_{\Gamma}$, then there exists an object $c$ such that $a \stackrel{*}{\rightarrow}_{\Gamma} c$ and $b \xrightarrow{*}_{\Gamma} c$.

Proof. Since $a \stackrel{*}{\longleftrightarrow}{ }_{\Gamma} b$ there exists a sequence of positive or negative moves connecting $a$ and $b$. In other words we have a picture like the one on Figure 1.6

This picture means that there are several negative moves at the beginning (moving the object uphill), followed by some positive moves (moving the object downhill), followed by some negative moves, etc. Thus there may be several


Figure 1.6. A typical derivation
"peaks" between $a$ and $b$. Using the confluence we can remove the "peaks" one-by-one (this is called the peak reduction) and make one deep canyon instead of several peaks (as on Figure 1.7)).


Figure 1.7. Turning peaks into canyons

Lemma 1.7 .8 implies that if $\Gamma$ is confluent, then every equivalence class of $\stackrel{*}{\longleftrightarrow}{ }_{\Gamma}$ contains at most one terminal object, and if $\Gamma$ is also terminating, then every equivalence class contains exactly one terminal object. In this case terminal objects can be considered canonical representatives (or normal forms) of the equivalence classes of $\stackrel{*}{\longleftrightarrow}{ }_{\Gamma}$.

Exercise 1.7.9. Let $\Gamma_{1}$ be the rewriting system where objects are natural numbers and positive moves take a number to its sum of decimal digits. Let $\Gamma_{2}$ be the rewriting system where objects are natural numbers and positive moves take a number $n>9$ to $n-9$. Prove that the equivalence relations $\stackrel{*}{\longleftrightarrow}_{\Gamma_{1}}$ and $\stackrel{*}{\longleftrightarrow}{ }_{\Gamma_{2}}$ coincide with the congruence relation $\bmod 9$ (that is two numbers are equivalent if and only if their remainders modulo 9 are equal).

Thus if an equivalence relation is generated by a Church-Rosser rewriting system, then there usually is a nice set of representatives of equivalence classes.

What is even more important, there is a nice algorithm to check if two objects are equivalent: just apply positive moves to both objects until you get the same object or until you get two different terminal objects. In the first case the objects are equivalent, in the second case they are not equivalent. This procedure may be long and boring but it always works (provided the rewriting system is Church-Rosser ).

It is not always easy to check if a rewriting system $\Gamma$ is confluent. It is easier to check that it is locally confluent that is for every three objects $a, b, c$ such that $a \rightarrow_{\Gamma} b$ and $a \rightarrow_{\Gamma} c$ there exists an object $d$ such that $b \xrightarrow{*}_{\Gamma} d$ and $c \xrightarrow{*}_{\Gamma} d$. In many cases local confluence implies confluence. The following classical result is sometimes called the Diamond Lemma. It shows that in order to check that a system is confluent it is often enough to complete diamonds with short (one move) top sides.

Theorem 1.7.10 (Newman, [250). Every terminating locally confluent rewriting system is confluent.

Proof. Suppose that $a \stackrel{*}{\rightarrow}_{\Gamma} b$ and $a \stackrel{*}{\rightarrow}_{\Gamma} c$. We need to show that there exists an object $d$ such that $b \xrightarrow[\rightarrow]{*}_{\Gamma} d$ and $c \xrightarrow[\rightarrow]{*}_{\Gamma} d$. By contradiction, suppose that it is not always true. Since $\Gamma$ is terminating, we can assume that $a$ is a "best" counterexample, that is every $a^{\prime} \neq a$ such that $a \stackrel{*}{\rightarrow}_{\Gamma} a^{\prime}$ is no longer a counterexample. Clearly $b \neq a$ and $c \neq a$. Therefore there exist $b^{\prime} \neq a$ and $c^{\prime} \neq a$ such that $a \rightarrow_{\Gamma} b^{\prime}{\underset{\sim}{*}}_{\Gamma} b$ and $a \rightarrow_{\Gamma} c^{\prime} \xrightarrow{*}_{\Gamma} c$. By local confluence there exists an object $a^{\prime}$ such that $b^{\prime} \xrightarrow{*}_{\Gamma} a^{\prime}$ and $c^{\prime} \xrightarrow{*}_{\Gamma} a^{\prime}$. Since $b^{\prime}$ and $c^{\prime}$ are "better" than $a$, we can find objects $b^{\prime \prime}$ and $c^{\prime \prime}$ such that $b \xrightarrow{*}_{\Gamma} b^{\prime \prime}, a^{\prime} \xrightarrow[\rightarrow]{*}_{\Gamma} b^{\prime \prime}, a^{\prime} \xrightarrow{*}_{\Gamma} c^{\prime \prime}$ and $c \xrightarrow{*}_{\Gamma} c^{\prime \prime}$. Finally since $a^{\prime}$ is "better" than $a$, we can find an object $d$ such that $b^{\prime \prime} \stackrel{*}{\rightarrow}_{\Gamma} d$ and $c^{\prime \prime} \xrightarrow{*}_{\Gamma} d$. This $d$ is what we need because $b \stackrel{*}{\rightarrow}_{\Gamma} b^{\prime \prime} \stackrel{*}{\rightarrow}_{\Gamma} d$ and $c \xrightarrow{*}_{\Gamma} c^{\prime \prime} \xrightarrow{*}_{\Gamma} d$ (see Figure 1.8).


Figure 1.8. Local confluence implies confluence

Exercise 1.7.11. Let $\Gamma$ be the rewriting system where objects are natural numbers and positive moves are of two types. The moves of the first type take every perfect square to its positive square root. The moves of the second type take every even number $n$ to $\frac{n}{2}$. Show that this system is locally confluent and
terminating (so it is confluent by the Diamond Lemma). Describe all terminal objects of this rewriting system.

Exercise 1.7.12. Let $\Gamma$ be the rewriting system where objects are all finite sequences of letters $a$ and $b$ and a positive move replaces two neighbor letters $b, a$ by $a, b$. For example,

$$
\begin{aligned}
& (b, b, b, a, a, b, a) \rightarrow_{\Gamma}(b, b, b, a, a, a, b) \rightarrow_{\Gamma}(b, b, a, b, a, a, b) \rightarrow_{\Gamma} . \\
& (b, a, b, b, a, a, b) \rightarrow_{\Gamma}(b, a, b, a, b, a, b) \rightarrow_{\ldots} .
\end{aligned}
$$

Prove that this rewriting system is Church-Rosser. Describe all terminal objects of this rewriting system.

Exercise 1.7.13. Consider the following rewriting system. The objects are all finite automata $\Gamma$ that are graphs in the sense of Serre with correct labeling (see Section 1.3.5). Positive moves are the edge foldings. Prove that this rewriting system is Church-Rosser, so for every automaton $\Gamma$ there exists a unique inverse automaton obtained from $\Gamma$ by a series of foldings.
1.7.3. What if a rewriting system is not confluent? The art of Knuth-Bendix. In "real life" we often have an equivalence generated by some rewriting system $\Gamma$ and we want to find some easy canonical representatives in the equivalence classes. If $\Gamma$ is Church-Rosser, then we know how to find these representatives. But what if it is not Church-Rosser? The idea is to find a Church-Rosser rewriting system $\Gamma^{\prime}$ that has the same set of objects $X$ and is equivalent to $\Gamma$, meaning that the equivalence relations $\stackrel{*}{\longleftrightarrow}{ }_{\Gamma}$ and $\stackrel{*}{\longleftrightarrow}{ }_{\Gamma^{\prime}}$ coincide.

There are certain operations, which can be applied to any rewriting system $\Gamma$ without changing the equivalence $\stackrel{*}{\longleftrightarrow}{ }_{\Gamma}$. For example, we can change the partition of the set of moves into positive and negative moves. Clearly the equivalence $\stackrel{*}{\longleftrightarrow}{ }_{\Gamma}$ does not depend on which moves are called positive and which moves are called negative. Also if there exists a derivation connecting objects $a$ and $b$, then we can add a move $a \rightarrow b$ to $\Gamma$, and this does not change $\stackrel{*}{\longleftrightarrow}{ }_{\Gamma}$ either. Conversely if $\Gamma$ contains a move $m: a \rightarrow b$ and there exists a derivation from $a$ to $b$ that does not involve the move $m$, then we can remove $m$ from $\Gamma$.

Using these three transformations one needs to transform the rewriting system $\Gamma$ into an equivalent Church-Rosser rewriting system. Clearly it is always possible to do. Indeed, we can simply choose one representative from each class of $\stackrel{*}{\longleftrightarrow}{ }_{\Gamma}$ and consider a rewriting system with the same set of objects as $\Gamma$ and positive moves that rewrite every object $a$ into the representative of the class containing $a$. This rewriting system is clearly Church-Rosser.

Of course this method amounts to cheating. If we can find a good system of representatives of the equivalence classes, we do not need to change the rewriting system anyway. But at least it gives us some hope that the goal is achievable.

The simplest real procedure of converting a bad rewriting system into a Church-Rosser one is the following. It is one of the simplest versions of the so-called Knuth-Bendix procedure (originated in [182]). First equip the set $X$ of objects of $\Gamma$ with a total order $\leq$ satisfying the descending chain condition. Remove all moves of the form $a \rightarrow a$ (this does not change the equivalence
relation). Then choose the set of positive moves in such a way that if $a \rightarrow b$ is a positive move, then $b<a$ (if $m: a \rightarrow b$ is a positive move and $a<b$, then put $m$ into $E^{-}$and put $m^{-1}$ into $\left.E^{+}\right)$. This will make $\Gamma$ terminating.

Thus assume that $\Gamma$ is already terminating. Suppose that $\Gamma$ is not confluent. Then there exists a pair of derivations $a \xrightarrow{*}_{\Gamma} b$ and $a{\underset{\sim}{*}}_{\Gamma} c$, which is impossible to complete to a diamond. Since $\Gamma$ is terminating, then we can assume that $b$ and $c$ are terminal objects. Let $b<c$. Then add a positive move $c \rightarrow b$ to $\Gamma$. Clearly $\Gamma$ will remain terminating and the equivalence $\stackrel{*}{\longleftrightarrow} \Gamma$ will not change.

If we are smart enough or just lucky enough, then after a (possibly infinite) number of such transformations, $\Gamma$ will turn into a nice Church-Rosser rewriting system. If we are not smart or not lucky, then the rewriting system will become more and more complicated. The hardest part here is choosing the order $\leq$. Different choices of orders can lead to drastically different results.
1.7.4. String rewriting. A string rewriting system is a rewriting system where objects are words over some alphabet $X$, and moves are determined by a set of rules $u_{i} \rightarrow v_{i}, i=1,2, \ldots$, where $u_{i}, v_{i} \in X^{*}$. A move corresponding to the rule $u \rightarrow v$ replaces subword $u$ by $v$. The tail of this move has the form puq and the head has the form $p v q$ where $p, q \in X^{*}$. We will denote this move by the triple ( $p, u \rightarrow v, q$ ).

The string rewriting system $\Gamma$ with alphabet $X$ and the set of rules $\mathcal{R}$ will be denoted by $\operatorname{sr}\langle X \mid \mathcal{R}\rangle$. It is also called a Thue system.

A move $(p, u \rightarrow v, q)$ in $\Gamma$ can be illustrated by the Figure 1.9,


Figure 1.9. An elementary diagram
This picture is called the elementary diagram corresponding to the move $(p, u \rightarrow v, q)$. It is a plane graph with the initial vertex $\imath$, the terminal vertex $\tau$, every edge is oriented from left to right and is labeled by a letter from $X$ in such a way that on the top path of this diagram we can read the word puq and on the bottom path we can read the word pvq. The cell is bounded by two paths: the top path is labeled by $u$ and the bottom path is labeled by $v$.

With every derivation $w_{0} \rightarrow_{\Gamma} w_{1} \rightarrow_{\Gamma} \ldots \rightarrow_{\Gamma} w_{n}$ one can associate a $\left(w_{0}, w_{n}\right)$ diagram $\Delta$ over $\Gamma$ that is obtained by taking the elementary diagrams $\Delta_{1}, \ldots$, $\Delta_{n}$ corresponding to the moves and gluing the top of $\Delta_{2}$ to the bottom of $\Delta_{1}$,
the top of $\Delta_{3}$ to the bottom of $\Delta_{2}$, etc. This diagram is also a plane labeled graph with the initial vertex $\imath$, the terminal vertex $\tau$, every edge is oriented from left to right and is labeled by a letter from $X$ in such a way that on the top path of $\Delta$ we can read the word $w_{0}$ and on the bottom path we can read the word $w_{n}$. Each cell corresponds to a rule $u_{i} \rightarrow v_{i}$ or $v_{i} \rightarrow u_{i}$. It is clear that $\Delta$ has exactly $n$ cells.

Example 1.7.14. Let $\Gamma$ be the string rewriting system with the alphabet $\{a, b\}$ and one rule $b a \rightarrow a b$ (like in Exercise 1.7.12). Then the following diagram (Figure 1.10) corresponds to the derivation (consisting of negative moves):

$$
\begin{equation*}
a a b b \equiv a \cdot a b \cdot b \rightarrow a \cdot b a \cdot b \equiv a b \cdot a b \rightarrow b a \cdot a b \rightarrow b a \cdot b a \equiv b a b a \tag{1.7.1}
\end{equation*}
$$



Figure 1.10. The diagram corresponding to a derivation
If the top and the bottom paths of a diagram have the same labels, then the diagram is called spherical (because by identifying these two paths, we get a graph on a sphere). Any linear diagram over the alphabet $X$ is also a diagram over $\Gamma$ : it just has no cells.

A diagram is called positive if it corresponds to a positive derivation. A diagram is called negative if it corresponds to a negative derivation. It is clear that if we take a positive diagram and reflect it about a horizontal line, we get a negative diagram.

A string rewriting system $\Gamma$ is clearly terminating when in every rule $u \rightarrow v$ the word $v$ is smaller than $u$ in the ShortLex order. Indeed in this case for every move ( $p, u \rightarrow v, q$ ) the head is ShortLex smaller than the tail, and the ShortLex order satisfies the descending chain condition.

Example 1.7.15. The string rewriting system from Exercise 1.7 .12 is terminating because $a b<_{s l} b a$ if we assume that $a<b$ (and we can assume that because we can order letters in any way we like).

If a string rewriting system with finitely many rules is terminating, then checking whether it is confluent is a "finite" problem. This means that we need to complete only finitely many diamonds.

Theorem 1.7.16. Let $\Gamma=s r\langle X \mid \mathcal{R}\rangle$ be a terminating string rewriting system. Then $\Gamma$ is confluent if and only if the following two conditions hold:
(1) Suppose that $x y \rightarrow s, y z \rightarrow t$ are two positive rules in $\Gamma$, where $y$ is not empty and let $w_{1} \equiv s z, w_{2} \equiv x$. Then there exists a word $w$ such that $w_{1} \xrightarrow{*}_{\Gamma} w, w_{2} \xrightarrow{*}_{\Gamma} w$.
(2) Suppose that $x y z \rightarrow s, y \rightarrow t$ are two positive rules from $\Gamma$ and let $w_{1} \equiv$ $s, w_{2} \equiv x t z$. Then there exists a word $w$ such that $w_{1} \stackrel{*}{\rightarrow}_{\Gamma} w, w_{2} \stackrel{*}{\rightarrow}_{\Gamma} w$.
In other words any 2-cell diagram of one of the two forms on Figure 1.11.


Figure 1.11. Pictures of overlaps
can be extended to a spherical ( $w, w$ )-diagram with the same initial and terminal vertices, which is cut by the path labeled by xyz into a negative (top) diagram and a positive (bottom) diagram as in Figure 1.12


Figure 1.12. Extending an overlap into a spherical diagram
(arrows in these pictures indicate the direction of positive derivation).
Exercise 1.7.17. Prove this theorem.
The word $x y z$ from parts 1 and 2 of Theorem 1.7.16 is called an overlap).
Constructing this diagram (or, equivalently, two positive derivations with the same terminal word) is called a resolution of an overlap.

In particular, the Knuth-Bendix procedure for a string rewriting system $\operatorname{sr}\langle X \mid \mathcal{R}\rangle$ can be organized as follows. First choose a total order $>$ on $X^{*}$ that
respects the concatenation and satisfies the descending chain condition. Make sure that the left-hand sides of the positive rules from $R$ are bigger in that order than the right-hand sides (if not, replace the positive rule by its inverse). If all overlaps of the left-hand sides of the positive rules can be resolved, the system is Church-Rosser. If some overlap $w$ cannot be resolved, consider any two sequences of positive moves $x y z \rightarrow w_{1} \rightarrow \cdots \rightarrow w, x y z \rightarrow w_{2} \rightarrow \cdots \rightarrow w^{\prime}$ (the words $w_{1}, w_{2}$ are defined in the formulation of Theorem (1.7.16) where $w \neq w^{\prime}$ are terminal words (such sequences exist since the total order satisfies the descending chain condition and the words in these sequences become smaller and smaller). Suppose, without loss of generality, that $w>w^{\prime}$. Then add a new positive rule $w \rightarrow w^{\prime}$ to the rewriting system. This will resolve the overlap $x y z$, but perhaps new overlaps are introduced (possibly involving the new rule), so repeat the procedure. If there are no more unresolvable overlaps, the procedure stops and we get a Church-Rosser rewriting system. The origin of this useful procedure is hard to trace. It was probably first used by Cohn in [71, [72] (see also Bergman [45] and the introduction to Book and Otto [49]).

### 1.8. Presentations of semigroups

1.8.1. Semigroups and monoids: basic definitions. As we mentioned before, a semigroup is a set with an associative binary operation (usually called "product"). If $a, b$ are elements in a semigroup, then their product is usually denoted by $a b$. A monoid is a semigroup with an identity element, usually denoted by 1 . And a group is a monoid where every element $a$ has an inverse $a^{-1}$ such that $a a^{-1}=a^{-1} a=1$.

Exercise 1.8.1. Prove that a semigroup $S$ with an identity element 1 is a group if and only if every element $a$ in $S$ has a left inverse $b$ and a right inverse $c$ (that is $b a=a c=1$ ).

A subsemigroup of a semigroup $S$ is a subalgebra of $S$, i.e., any subset of $S$ closed under taking products. A submonoid of a monoid $S$ is any subsemigroup of $S$ containing the identity element of $S$. One can also consider submonoids of semigroups. Then we do not require the submonoids to contain the identity element of the semigroup $S$. The semigroup $S$ may not contain an identity element at all, and even if it has one, the submonoid may contain its own identity element. A subgroup of a semigroup $S$ is a subsemigroup that is also a group.

Exercise 1.8.2. (1) Prove that the free monoid $X^{*}$ is generated as a monoid by $X$ and is generated as a semigroup by $X \cup\{1\}$.
(2) Prove that the group $S_{n}$ of all permutations of the set $\{1,2, \ldots, n\}, n \geq 2$ is generated by the transposition

$$
a={ }_{1}^{1} \not \chi_{2}^{2} \quad \stackrel{3}{3} \quad \cdots \quad \stackrel{n}{n}
$$

and the cycle

$$
b=\frac{2}{2}
$$

(3) Prove that the semigroup $\mathcal{F}_{n}$ of all functions from $\{1,2, \ldots, n\}(n \geq 2)$ to itself is generated by the transposition $a$, the cycle $b$ from Part (2) and the map

$$
c=\begin{array}{ccccc}
1 & 2 & 3 & & n \\
1 & 2 & 3 & & n-1
\end{array} \quad n .
$$

ExERCISE 1.8.3. Let $a_{1}, \ldots, a_{k}$ be natural numbers, let

$$
d=\operatorname{gcd}\left\{a_{1}, \ldots, a_{k}\right\}
$$

and let $S$ be the subsemigroup of the additive semigroup of natural numbers generated by these numbers. Then clearly every number in $S$ is divisible by $d$. Prove that $S$ contains all but finitely many natural numbers divisible by $d$.
1.8.2. Free and non-free semigroups. If $S$ is any semigroup, then any $\operatorname{map} \phi: X \rightarrow S$ extends uniquely to a homomorphism $\bar{\phi}: X^{+} \rightarrow S$ (it takes every word $w \equiv x_{1} \ldots x_{n}, x_{i} \in X$, to the product $\phi\left(x_{1}\right) \ldots \phi\left(x_{n}\right)$ in $\left.S\right)$. Recall that this property is the (universal algebraic) reason why $X^{+}$is called free.

Similarly if $S$ is a monoid, then every map $\phi: X \rightarrow S$ extends uniquely to a homomorphism $\bar{\phi}: X^{*} \rightarrow S$ (the empty word maps to 1 ).

Thus if $S$ is a semigroup (monoid) generated by $X$ and $\phi$ is the identity map $X \rightarrow X$, then for every $s \in S$ there exists at least one word $w$ such that $\bar{\phi}(w)=s$. In this case we say that $s$ is represented by the word $w$.

ExERCISE 1.8.4. Let $B$ be the submonoid of $\mathcal{F}_{3}$ generated by two functions


Prove that $B$ consists of six elements and find the shortest words representing each of these elements. This is the so-called 6-element Brandt monoid, it is usually denoted by $B_{2}^{1}$. If we remove the identity element 1 from $B_{2}^{1}$, we get the 5-element Brandt semigroup $B_{2}$. (see Exercise (1.4.6) Prove that semigroup $B_{2}$ has the following representation by $2 \times 2$ matrix units: $\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right),\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$, $\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right),\left(\begin{array}{ll}0 & 0 \\ 0 & 1\end{array}\right),\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$.

ExErcise 1.8.5. By Exercise 1.8 .2 the semigroup $\mathcal{F}_{n}$ is generated by three functions $a, b, c$ described there. Find a word in $a, b, c$ that represents the following function.
(1)


1.8.3. A characterization of free semigroups. A semigroup $S$ is called cancellative if $a b=a c$ or $b a=c a$ always implies $b=c$. We say that an element $x$ in a semigroup $S$ is indecomposable if $x$ is not equal to a product of any two other elements. Every free semigroup is cancellative and all its elements are products of indecomposable elements.

The following theorem gives a (more semantic) characterization of free semigroups

Theorem 1.8.6 (Levi, [198]). Suppose that $S$ is a cancellative semigroup without an identity element, in which every element is a product of indecomposable elements, and for every four elements $a, u, v, c$ from $S$ the equality $a u=v c$, implies either $u=c$ or $u=b c$ or $c=b u$ for some $b$. Then $S$ is a free semigroup and the set of indecomposable elements of $S$ is its free generating set.

Proof. Let $X$ be the set of indecomposable elements of $S$. By assumption, $X$ generates $S$. Suppose that two words $w$ and $w^{\prime}$ in $X$ are equal in $S$. We need to show that $w \equiv w^{\prime}$. Suppose that $w \not \equiv w^{\prime}$ and $w^{\prime}$ is a shortest possible such word that there exists another word $w$ with $w=w^{\prime}$ in $S$ (in particular $w$ is not shorter than $w^{\prime}$ ). Since $S$ is cancellative, we can assume that the first (last) letters of $w$ and $w^{\prime}$ are different. Represent $w \equiv a u, w^{\prime} \equiv v c$ where $a, c \in X$. Then $u \neq c$ and $u, v$ are not empty (why?). By the assumption of the theorem, there exists an element $b$ such $u=b c$ in $S$ because the case $c=b u$ is not possible for $c \in X$. Then $a b c=v c$, so $a b=v$ in $S$ (by cancellation). If $b$ is represented by a word $z$ in $X$, then the words $a z$ and $v$ represent the same element in $S$ but are not the same words because the first letter of $v$ is not $a$. This contradicts the assumption that $w^{\prime}$ was a shortest possible because $v$ is shorter than $w^{\prime}$.
1.8.4. Congruences, ideals and quotient semigroups. A cyclic semigroup is a semigroup generated by one element. Each cyclic semigroup is isomorphic to a quotient semigroup of the free semigroup $\{x\}^{+}$(by the main property of free semigroups).

Exercise 1.8.7. Describe all congruences on the additive semigroup of positive integers. Show that any cyclic semigroup generated by $x$ either is equal to $\{x\}^{+}$or is finite.

If a cyclic semigroup generated by an element $x$ is finite, then $x^{m}=x^{m+p}$ for some $m, p \geq 1$. The smallest such $m$ (denoted $m_{x}$ ) is called the index and the smallest $n$ such that $x^{m_{x}}=x^{m_{x}+n}$ is called the period or exponent of $x$.

Exercise 1.8.8. Show that the subsemigroup $\langle x\rangle$ generated by $x$ is a group if and only if the index of $x$ is 1 .

ExERCISE 1.8.9. Show that if $x^{m}=x^{m+n}$ for some element $x$ of a semigroup $S, m, n \geq 1$, then $m$ is at least as large as the index of $x$ and $n$ is divisible by the period of $x$.

Exercise 1.8.10. Let $a$ be an element of a finite group $G$. Prove that the exponent of $a$ divides $|G|$. Hint: The exponent of $a$ is the number of elements in the subgroup $C$ generated by $a$. The group $G$ is subdivided into a union of disjoint cosets $a C$, each of which is of size $|C|$, hence $|C|$ divides $|G|$.

EXERCISE 1.8.11. Prove that every subgroup of a cyclic group is cyclic. Prove that every subsemigroup of a cyclic semigroup is finitely generated. Hint: The first part is an application of the Euclidean algorithm. For the second part only the infinite cyclic semigroup $\mathbb{N}$ needs being considered (by Exercise 1.8.7). Let $H$ be a subsemigroup of $\mathbb{N}$. Let $d$ be the greatest common divisor or numbers from $H$. By Exercise 1.8.3 $H$ contains all numbers that are divisible by $d$ and greater than some number $n d, n \in \mathbb{N}$. Let $S$ be the finite set of numbers from $H$ that do not exceed $n d$. Show that the set $S$ together with a finite set of multiples of $d$ generate $H$.

ExERCISE 1.8.12. Describe all congruences on the semigroup $\mathcal{F}_{2}$.
Recall that a subset $I$ of a semigroup $S$ is called an ideal if for every $a \in I$, $b \in S$ we have $a b, b a \in I$.

Exercise 1.8.13. Let $I$ be an ideal of $S$. Consider the partition $\sigma_{I}$ of $S$ with one class $I$ and each of the other classes consisting of one element. Prove that this partition is a congruence.

The congruence described in Exercise 1.8 .13 is called the Rees congruence associated with the ideal $I$, the corresponding quotient semigroup $S / \sigma_{I}$ is called the Rees quotient semigroup of $S$ over the ideal $I$ and is denoted by $S / I$.

A semigroup is called nilpotent of class $k, k \geq 1$, if the product of every $k$ elements of it is zero. Note that under this (not very standard but convenient) definition, a semigroup that is nilpotent of class $k$ is also nilpotent of class $k+1$.

EXERCISE 1.8.14. Show that the class $I$ plays the role of zero in $S / I$, that is $I x=x I=I$ for every $x \in S / I$.

ExERCISE 1.8.15. Let $k$ be a natural number. Let $I_{k}$ be the set of all words in $X^{+}$with length $\geq k$. Prove that $I_{k}$ is an ideal of $X^{+}$. Prove also that the semigroup $X^{+} / I_{k}$ is nilpotent of class $k$.
1.8.5. String rewriting and presentations. The equivalence generated by a string rewriting system $\Gamma=\operatorname{sr}\langle X \mid R\rangle$ is a congruence on $X^{+}$(or $X^{*}$ ). Indeed, if there exists a derivation $w=w_{1} \rightarrow_{\Gamma} \ldots \rightarrow_{\Gamma} w_{n}=w^{\prime}$ from $w$ to $w^{\prime}$, then for every two words $p, q$ we have a derivation $p w q=p w_{1} q \rightarrow_{\Gamma} \ldots \rightarrow_{\Gamma} p w_{n} q=$ $p w^{\prime} q$. Geometrically this means that for every $\left(w, w^{\prime}\right)$-diagram $\Delta$ over $\Gamma$ we can construct a $\left(p w q, p w^{\prime} q\right)$-diagram by attaching linear diagrams $\varepsilon(p)$ and $\varepsilon(q)$ to $\imath(\Delta)$ and $\tau(\Delta)$ as on Figure 1.13

Conversely every congruence $\sigma$ on $X^{+}$is generated by a string rewriting system. For example, one can pick a representative $x_{C}$ in each class $C$ of $\sigma$ and


Figure 1.13. Attaching linear diagrams to a diagram
consider the rewriting system with (infinitely many) rules $z \rightarrow x_{C}$ where $C$ is the $\sigma$-class containing $z$. This rewriting system clearly generates $\sigma$. Therefore every semigroup $S$ is isomorphic to the quotient semigroup $X^{+} / \sigma$ of $X^{+}$over some congruence generated by a string rewriting system $\Gamma=\operatorname{sr}\langle X \mid \mathcal{R}\rangle$. In this case the rewriting system $\Gamma$ is called a presentation of $S$ by the set of generators $X$ and the set of defining relations $\mathcal{R}$ and we shall write $S=\operatorname{sg}\langle X \mid \mathcal{R}\rangle$. Similarly one can define monoid presentations (replacing $X^{+}$by $X^{*}$ ). If $S$ is a monoid presented by $\operatorname{sr}\langle X \mid \mathcal{R}\rangle$, then we shall write $S=\operatorname{mn}\langle X \mid \mathcal{R}\rangle$.

The monoid $X^{*} / \sigma$ comes with the natural homomorphism $X^{*} \rightarrow X^{*} / \sigma$. Notice that two words $w$ and $w^{\prime}$ over $X$ represent the same element in $S$ (we shall say that these words are equal in $S$ ) if and only if there exists a derivation of $w$ from $w^{\prime}$. Geometrically this means that $w$ and $w^{\prime}$ are equal in $S$ if and only if there exists a $\left(w, w^{\prime}\right)$-diagram over $\Gamma$. In this case we shall write $w=w^{\prime}(\bmod \mathcal{R})$ or $w={ }_{S} w^{\prime}$. If we consider $(u \rightarrow v) \in \mathcal{R}$ as a defining relation of $S$ then we shall use " = " instead of $\rightarrow$ and write $u=v$. Notice that all equalities from $\mathcal{R}$ are true in $S$ and all other relations (i.e., equalities between products of generators of $S$ ), follow from the defining relations. If $S=\operatorname{mn}\langle X \mid \mathcal{R}\rangle$ happens to be a group, then we shall write $S=\operatorname{gp}\langle X \mid \mathcal{R}\rangle$. In that case we will omit obvious relations $x x^{-1}=1, x^{-1} x=1,1 x=x, x 1=x$.

Exercise 1.8.16. Let $S=\mathrm{mn}\langle X \mid \mathcal{R}\rangle$ and let $T$ be any monoid. Prove that a map $\phi: X \rightarrow T$ extends to a homomorphism $S \rightarrow T$ if and only if the equalities $\phi(\mathcal{R})$ hold in $T$. Here $\phi(\mathcal{R})$ is the set of equalities obtained from $\mathcal{R}$ by replacing each letter $x \in X$ with $\phi(x)$.

When we consider monoids or semigroups presented by generators and defining relations $\Gamma$, one of the main problems is the word problem that asks when two words in $X$ represent the same element in $S$. In general there is no algorithm to solve this problem.

But if $\Gamma$ is finite and Church-Rosser (i.e., the semigroup is given by a finite Church-Rosser presentation), then such an algorithm exists, as we have mentioned in Section 1.7. Every congruence class contains a unique terminal word usually called canonical. The canonical words have a nice description as exactly those words that do not contain the left parts of the rewriting rules as subwords. Thus canonical words are defined in terms of forbidden subwords (as subshifts in Section 1.6.2). In particular, by Exercise 1.3.5, we have the following lemma:

Lemma 1.8.17. If a Church-Rosser string rewriting system is finite or, more generally, the set of left-hand sides of the positive rules forms a rational language, then the language of canonical words is rational.

It is usually convenient to assume that the monoid (semigroup) presented by a Church-Rosser rewriting string system $\Gamma$ consists of the canonical words with the natural multiplication: the product of two canonical words $w$ and $w^{\prime}$ is the canonical word in the class containing the word $w w^{\prime}$.

Exercise 1.8.18. Prove that the monoid (semigroup) $A$ consisting of all words of the form $a^{m} b^{n}, m \geq 0, n \geq 0$ (resp. $m \geq 0, n \geq 0, m+n>0$ ) with operation $a^{m} b^{n} \cdot a^{p} b^{q}=a^{m+p} b^{n+q}$ is isomorphic to the monoid (semigroup) $\mathrm{mn}\langle a, b|$ $b a=a b\rangle$ (resp. $\operatorname{sg}\langle a, b \mid b a=a b\rangle$ ). Generalize this result to the monoid $A_{n}=\operatorname{mn}\left\langle a_{1}, \ldots, a_{n} \mid a_{i} a_{j}=a_{j} a_{i}, i>j\right\rangle, n>1\left(\right.$ semigroup $A_{n}^{\prime}=\operatorname{sg}\left\langle a_{1}, \ldots, a_{n}\right|$ $\left.\left.a_{i} a_{j}=a_{j} a_{i}, i>j\right\rangle\right)$. The monoid $A_{n}\left(\right.$ semigroup $\left.A_{n}^{\prime}\right)$ is called the free commutative monoid (free commutative semigroup) of rank $n$.

Exercise 1.8.19. Consider the monoid $B=\operatorname{mn}\langle a, b| a b a=a, b a b=b, b b=$ $a a, a a a=a a, a a b=a a, b a a=a a\rangle$. Prove that it is isomorphic to the Brandt monoid $B_{2}^{1}$ from Exercise 1.8.4.

Exercise 1.8.20. Consider the semigroup $P=\operatorname{sg}\langle a, b| a a=a, a b=b, b b=$ $b a\rangle$. Find the number of elements in $P$ and construct the multiplication table of $P$. Prove that $P$ is isomorphic to a subsemigroup of the Brandt monoid $B_{2}^{1}$.

Exercise 1.8.21. Let $n>1$. Consider the monoid $D_{2 n}=\operatorname{mn}\langle a, b| a^{2}=1, b^{n}=$ $\left.1, a b=b^{n-1} a\right\rangle, n>1$. Prove that the presentation is Church-Rosser and defines a group of order $2 n$. Show that $D$ is isomorphic to the group of all symmetries of the regular $n$-gon on the plane. This is the so-called dihedral group of order $2 n$.

Exercise 1.8.22. Consider the monoid $Q=\operatorname{mn}\left\langle a, b \mid a^{4}=1, a^{2}=b^{2}, a b a=b\right\rangle$. Show that this presentation defines a group of order 8 that is not isomorphic to $D_{4}$. This group is called the group of quaternions. Hint: Use the order $a>b$ on the set of generators, and use the Knuth-Bendix procedure to find a Church-Rosser presentation and canonical words.

Exercise 1.8.23 (Page 182, [194]). Let $n \geq 2$. Consider the monoid

$$
\begin{aligned}
& S_{n}=\operatorname{mn}\left\langle a_{1}, \ldots, a_{n-1}\right| a_{i}^{2}=1 \quad(i \geq 1), \\
& a_{j} a_{i}=a_{i} a_{j}(j \geq i+2), \\
& \left.a_{i+k} a_{i+k-1} \ldots a_{i+1} a_{i} a_{i+k}=a_{i+k-1} a_{i+k} a_{i+k-1} \ldots a_{i+1} a_{i} \quad(i \geq 0, k \geq 1)\right\rangle .
\end{aligned}
$$

Show that $S_{n}$ is isomorphic to the group of all permutations of the set $\{1, \ldots, n\}$, i.e., the symmetric group of order $n$ !. Hint: Show that the presentation is Church-Rosser, find canonical forms, and the number of elements of $S_{n}$. Then consider a map sending $a_{i}$ to the transposition that is the permutation switching $i$ and $i+1$ and leaving other numbers fixed. Show that this map is a homomorphism onto the symmetric group. Then show that the homomorphism must be injective by counting the number of canonical words in $S_{n}$ (that is the most interesting part of the exercise).

Exercise 1.8.24. Consider the monoid

$$
\operatorname{mn}\left\langle a_{1}, \ldots, a_{n}, \bar{a}_{1}, \ldots, \bar{a}_{n} \mid a_{i} \bar{a}_{i}=1, \bar{a}_{i} a_{i}=1, a_{i} a_{j}=a_{j} a_{i}\right\rangle .
$$

Find a Church-Rosser presentation of that monoid and prove that it is a commutative group that is isomorphic to the Cartesian product of $n$ copies of $\mathbb{Z}$. Under this isomorphism any word $a_{1}^{m_{1}} \ldots a_{n}^{m_{n}}$ corresponds to the vector $\left(m_{1}, \ldots, m_{n}\right)$. Show that this is a relatively free group in the variety of commutative groups.

Exercise 1.8.25. Consider the monoid
$\operatorname{mn}\left\langle t, \bar{t}, x_{i}, \bar{x}_{i}, i \in \mathbb{Z} \mid x_{i} \bar{x}_{i}=1, \bar{x}_{i} x_{i}=1, t \bar{t}=1, \bar{t} t=1, x_{i} x_{j}=x_{j} x_{i}, \bar{t} x_{i} t=x_{i+1}, i, j \in \mathbb{Z}\right\rangle$.
Find a Church-Rosser presentation of this monoid; show that it is a group generated by $t$ and $x_{0}$ and the subgroup generated by $x_{i}, i \in \mathbb{Z}$ is free commutative. Find an infinite Church-Rosser presentation of this group in generators $x_{0}, t, \bar{x}_{0}, \bar{t}$. This group is called the wreath product of $\mathbb{Z}$ and $\mathbb{Z}$ and is denoted by $\mathbb{Z}, \mathbb{Z}$.
1.8.6. The free group. The syntactic definition. We know that every variety of algebras contain relatively free algebras of arbitrary ranks. Here we give an explicit (syntactic) definition of free groups (i.e., relatively free groups in the variety of all groups). More semantic definitions are given in the next two sections.

Let $X$ be an alphabet, $X_{-}$be a copy of $X$, and let $x \mapsto \bar{x}$ be a bijection $X \leftrightarrow X_{-}$. Consider the following presentation $\mathrm{mn}\left\langle X \cup X_{-} \mid x \bar{x}=1, \bar{x} x=1, x \in X\right\rangle$.

Exercise 1.8.26. Check that the string rewriting system corresponding to this presentation is Church-Rosser and that the resulting monoid $F_{X}$ is a group. Prove that for every group $G$, every map $X \rightarrow G$ uniquely extends to a homomorphism $F_{X} \rightarrow G$.

The canonical words of this string rewriting system are precisely the words in $X \cup X_{-}$without subwords of the form $x \bar{x}, \bar{x} x, x \in X$. These words are called freely reduced. Thus every word in the alphabet $X$ is equal to a unique freely reduced word in $F_{X}$.

The group $F_{X}$ is the free group with free generating set $X_{+}$(prove it!).
Exercise 1.8.27. Show that the spherical growth function of the free group with free generating set $x_{1}, \ldots, x_{k}$ is $s(n)=2 k(2 k-1)^{n-1}, n \geq 1$.

Theorem 1.8.28. Two elements $u, v$ in the free group $F_{X}$ commute if and only if $u$ and $v$ are powers of another element $w$ in $F_{X}$, in particular some powers of $u$ and $v$ coincide.

Proof. Induction on the length of $u$. If $u$ is empty, the statement is clear. Suppose that the length of $u$ is the smallest possible for a counterexample. Suppose first that $u \equiv a^{-1} u^{\prime} a$ for some letter $a$. Then the equality $u v=v u$ is equivalent to $a^{-1} u^{\prime} a v=v a^{-1} u^{\prime} a$ or $u^{\prime} a v a^{-1}=a v a^{-1} u^{\prime}$. Since $u^{\prime}$ is shorter than $u$, there exists a word $w$ such that $u^{\prime}=w^{k}, a v a^{-1}=w^{\ell}$ in the free group. Then
$a^{-1} u^{\prime} a=\left(a^{-1} w^{\prime} a\right)^{k}, v=\left(a^{-1} w a\right)^{\ell}$, as required. Hence $u \neq a^{-1} u^{\prime} a$ for any letter $a$ (i.e., $u$ is cyclically reduced).

Note that $u v \equiv u_{1} v_{1}$ where $u \equiv u_{1} p, v \equiv p^{-1} v_{1}$, that is $p$ is the maximal suffix of $u$ that cancels with a prefix of $v$. Then the equality $u v=v u$ becomes $u_{1} v_{1}=p^{-1} v_{1} u_{1} p$ or $\left(p u_{1}\right)\left(v_{1} u_{1}\right)=\left(v_{1} u_{1}\right)\left(p u_{1}\right)$ where we can assume that all the words in parentheses are reduced. There is no cancellation between the two words in parentheses on the left and right sides of this equality. Hence this equality holds in the free semigroup. By Theorem 1.2 .9 then $p u_{1}$ and $v_{1} u_{1}$ are powers of another word $q$ in the free semigroup. Conjugating by $u_{1}^{-1}$, we conclude that $u=u_{1} p$ and $u v=u_{1} v_{1}$ are powers of $u_{1} q u_{1}^{-1}$ in the free group. Hence $v$ is a power of $u_{1}^{-1} q u_{1}^{-1}$ too.

Theorem 1.8.28 and Exercise 1.8.11 immediately imply
Corollary 1.8.29. Every commutative subgroup of the free group $F$ is cyclic.

Exercise 1.8.30. Prove this corollary. Hint: You will need to prove first that every subgroup of a cyclic group is cyclic, see Exercise 1.8.11,
1.8.7. The free group and ping-pong. One of the best semantic ways to show that a group with two generators is free is to let the generators play ping-pong. The game has the following setting (it was invented by Felix Klein).

Theorem 1.8.31. Let $X$ be a set (call it a ping-pong table), on which the group $G=g p\langle a, b\rangle$ acts, i.e., there exists a homomorphism from $G$ to the group of bijections from $X$ to $X$ that takes every $g \in G$ to a bijection $\cdot g: X \rightarrow X$. Suppose that $X$ is a disjoint union of two nonempty subsets $X_{a} \cup X_{b}$ (the two sides of the table). Suppose also that $X_{a} \cdot a^{n} \subseteq X_{b}$ and $X_{b} \cdot b^{n} \subseteq X_{a}, n \in \mathbb{Z}, n \neq 0$ (the player a sends the ball to b's side of the table and vice versa). Then the group $G$ is free.

Proof. Let $F_{2}$ be the free group with free generators $x, y$. Then the map $x \mapsto a, y \mapsto b$ extends to a homomorphism of $F_{2}$ onto $G$. We need to show that this homomorphism is injective. For this, we need to take a canonical form of a non-identity element of $F_{2}$ and show that the corresponding element in $G$ is not an identity. Let $w$ be such a canonical word $w=x^{\epsilon_{1}} y^{\delta_{1}} \ldots x^{\epsilon_{n}} y^{\delta_{n}}$ where $\epsilon_{i}, \delta_{i} \in \mathbb{Z}$ and $\epsilon_{1}, \delta_{n}$ may be equal to 0 , other $\epsilon_{i}, \delta_{j}$ are not zero. Note that if $w(a, b)=1$ in $G$, then $a^{-1} w(a, b) a=1$ in $G$ as well. Therefore we can assume that $\epsilon_{1} \neq 0, \delta_{n}=0$. Now take any element $z$ in $X_{a}$, and apply the bijection corresponding to $w(a, b)$ to $z$. The result is an element in $X_{b}$. Indeed, $\cdot a^{\epsilon_{1}}$ sends $z$ to $z_{1} \in X_{b}$, then $\cdot b^{\delta_{1}}$ sends $z_{1}$ back to $X_{a}$, etc., until finally $\cdot a^{\epsilon_{n}}$ sends the element to $X_{b}$ ). Therefore the bijection $w(a, b)$ is not the identity function. Hence $w(a, b)$ is not the identity in $G$.

Exercise 1.8.32. Consider two matrices $a=\left[\begin{array}{ll}1 & 2 \\ 0 & 1\end{array}\right], b=\left[\begin{array}{ll}1 & 0 \\ 2 & 1\end{array}\right]$. The matrices have determinant 1, and so they generate a subgroup (called the Sanov subgroup of the multiplicative group $\mathrm{SL}_{2}(\mathbb{R})$ of all $2 \times 2$-matrices with real entries and determinant 1. Show that this subgroup is free. Hint: Let $\mathbb{C}^{*}$ be the set of all complex numbers with infinity $\infty$ adjoined.

Define a homomorphism from $\operatorname{SL}(2, \mathbb{R})$ to the group of all bijections of $\mathbb{C}^{*}$ to $\mathbb{C}^{*}$ that takes every matrix $\left[\begin{array}{ll}p & q \\ r & s\end{array}\right]$ to the Möbius transformation

$$
z \mapsto \frac{p z+q}{r z+s} .
$$

If $z=\infty$ or $r z+s=0$ then the image of $z$ is defined naturally, say, $1 / 0=\infty$, $5 \cdot \infty / 3 \cdot \infty=5 / 3$ (show that this is indeed a homomorphism). Let $X_{a}$ be the set $\left.{ }_{\text {国 }} z| | z \mid<1\right\}, X_{b}=\{z| | z \mid>1\}$. Show that matrices $a$ and $b$ play ping-pong on $X$.

Exercise 1.8.33. Consider the monoid $S=\operatorname{mn}\left\langle a, b \mid b^{6}=1, a^{2}=b^{3}\right\rangle$. Show that $S$ is a group and find a Church-Rosser presentation of that group. Show that elements from $\left\{1, a, a^{2}, a^{3}\right\}$ are different and all elements from $\left\{1, b, b^{2}\right.$, $\left.b^{3}, b^{4}, b^{5}\right\}$ are different in that group. Show that this group is isomorphic to the group $\operatorname{SL}(2, \mathbb{Z})$ of all $2 \times 2$ matrices with integer entries and determinant 1 (compare with Exercise (1.4.2) and the map $a \mapsto\left[\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right], b \mapsto\left[\begin{array}{cc}1 & -1 \\ 1 & 0\end{array}\right]$ extends to an isomorphism. Hint: The last statement is a more difficult part of the exercise, you may have to modify the ping-pong Theorem 1.8.31 to prove that.
1.8.8. Free groups and rings of formal infinite linear combinations. A yet another way to construct a free group is the following. Let $A$ be an alphabet. Let $K$ be any field. Consider the set $K\langle A\rangle$ of all formal infinite linear combinations

$$
\sum_{u \in A^{*}} \alpha_{u} u
$$

where $\alpha_{u} \in K$. One can define addition and multiplication on that set as follows:

$$
\begin{aligned}
\sum_{u \in A^{*}} \alpha_{u} u+\sum_{u \in A^{*}} \beta_{u} u & =\sum_{u \in A^{*}}\left(\alpha_{u}+\beta_{u}\right) u, \\
\left(\sum_{u \in A^{*}} \alpha_{u} u\right)\left(\sum_{u \in A^{*}} \beta_{u} u\right) & =\sum_{u \in A^{*}, v \in A^{*}}\left(\alpha_{u} \beta_{v}\right) u v .
\end{aligned}
$$

Exercise 1.8.34. Prove that $K \| A\rangle$ is a ring (in fact an associative algebra over the field $K$ ) with the identity element $\sum_{u \in A^{*}} \alpha_{u} u$ where $\alpha_{1}=1$ and all other $\alpha_{u}$ are equal to 0 .

Note that all elements $1+a, a \in A$ are invertible in $K\left\langle\langle A\rangle\right.$. Indeed, $(1+a)^{-1}=$ $1-a+a^{2}-a^{3}+\ldots$ (the sum of a geometric progression!). Z Hence $1+a, a \in A$, and their inverses generate a subgroup $G$ of the multiplicative semigroup of the ring $\mathbb{Q}\langle\rangle\rangle$. The following result was proved by Magnus [215.

Theorem 1.8.35. The group $G$ is free with free generating set $\{1+a \mid a \in A\}$.

[^5]Proof. Consider any nontrivial reduced word $w$ in $A \cup A^{-1}$ and its image $\phi(w)$ in $G$ under the substitution $a \mapsto 1+a, a \in A, a^{-1} \rightarrow(1+a)^{-1}$. We need to show that $\phi(w) \neq 1$. Since $w$ is reduced and nontrivial, $w=a_{1}^{n_{1}} a_{2}^{n_{2}} \ldots a_{m}^{n_{m}}$ where $a_{i} \in A, a_{i} \neq a_{i+1}, n_{i} \in \mathbb{Z}, n_{i} \neq 0$. Suppose that the characteristic $p$ of $K$ is not 0 . Then for every $i=1, \ldots, m$ let $q_{i}$ be the maximal power of $p$ dividing $n_{i}$. If the characteristic of $K$ is 0 , then let $q_{i}=1, i=1, \ldots, m$. By Exercise 1.4.18 $\left(1+a_{i}\right)^{q_{i}}=1+a_{i}^{q_{i}}$ in $G$ for every $i$. Let $u$ be the word $a_{1}^{q_{1}} a_{2}^{q_{2}} \ldots a_{m}^{q_{m}} \in A^{+}$. Then $u$ is a nontrivial reduced word and the coefficient of $u$ in the linear combination $\phi(w)$ is - up to the sign - the product of integers $\frac{n_{i}}{q_{i}}$, i.e., it is equal to

$$
\frac{n_{1}}{q_{1}} \frac{n_{2}}{q_{2}} \ldots \frac{n_{m}}{q_{m}}
$$

(check it!), which is not equal to 0 in $K$. Hence, indeed, $\phi(w) \neq 1$ in $G$
As a corollary of Theorem 1.8.35 we deduce
Theorem 1.8.36. There exists a total order $\leq$ on any free group $F_{A}$ that is compatible with the product, i.e., $g \leq h \rightarrow t g \leq t h, g t \leq h t$ for every $g, h, t \in F_{A}$.

Proof. Let $K=\mathbb{Q}$, the field of rational numbers. Let $g \in F_{A}$. Consider the linear combination $\phi(g)$. We can represent $\phi(g)$ as $1+\alpha_{w} w+\sum_{u \neq w} \alpha_{u} u$ where $w$ is the ShortLex smallest word in $A^{+}$whose coefficient in $\phi(g)$ is not 0 . Let us call $\alpha_{w}$ the chief coefficient of $\phi(g)$. For example, the chief coefficients of $1+3 a, a \in A$ is 3 , and the chief coefficient of $(1+a)^{-1}$ is -1 . Now we can write $g \leq h$ if either $g=h$ or the chief coefficient of $\phi\left(g^{-1} h\right)$ is positive.

Exercise 1.8.37. Show that $\leq$ is a total order that is compatible with the product in the free group $F_{A}$.
1.8.9. The growth function, growth series and Church-Rosser presentations. Suppose that a rewriting system $\mathcal{P}=\operatorname{sr}\left\langle X \mid u_{i} \rightarrow v_{i}, i \in I\right\rangle$ is Church-Rosser (but possibly infinite) and $\left|v_{i}\right| \leq\left|u_{i}\right|$ for every $i \in I$. Then the canonical words for this rewriting system are shortest representatives in their equivalence classes. Hence in order to compute the growth function of the semigroup presentation $S=\operatorname{sg}\left\langle X \mid u_{i}=v_{i}, i \in I\right\rangle$, one needs to count the number of canonical words of length $\leq n, n \in \mathbb{N}$. Since the rewriting system is ChurchRosser, the canonical words are precisely the words that do not contain subwords $u_{i}, i \in I$.

Let $P_{X}$ be the growth series of the semigroup $S$. It turns out that $P_{X}$ is often a rational function (a quotient of two polynomials).

For example, this is the case if the language of the left-hand sides of the rewriting system is rational. This follows from Lemma 1.8.17 and the following classical result by Chomsky and Schützenberger about rational languages (see [95, 275]).

ThEOREM 1.8.38. The growth series of every rational language is a rational function.

Proof. (Requires some knowledge of Linear Algebra.) Indeed, let $L$ be a rational language. By Theorem 1.3.6, there exists a finite deterministic automaton $(Q, A)$ with one input vertex $q_{0}$ and a set of output vertices $Q_{+}$that recognizes $L$. Since $(Q, A)$ is deterministic, the number $c(k)$ of words of length $k$ in $L$ is the same as the number of paths of length $k$ that start at $q_{0}$ and end in $Q_{+}$. For every $q \in Q_{+}$let $c_{q}(k)$ be the number of paths $p$ of length $k$ with $p_{-}=q_{0}, p_{+}=q$. Let $f_{q}$ be the corresponding series $\sum c_{q}(k) z^{k}$. Then the growth series of $L$ is a finite sum $\sum_{q \in Q_{+}} f_{q}$. Thus it is enough to prove that each $f_{q}$ is a rational function. Let $M$ be the adjacency matrix of the underlying graph of $(Q, A)$, that is the $|Q| \times|Q|$-matrix with $(i, j)$-entry equal the number of edges $i \rightarrow j$. A standard Linear Algebra exercise gives that $c_{q}(k)$ is the $\left(q_{0}, q\right)$-entry of $M^{k}$ (prove it!). Let $\vec{e}$ be the row vector from $\mathbb{R}^{|Q|}$ with $q_{0}$-coordinate 1 and other coordinates 0 , and $\vec{f}$ be the column vector from $\mathbb{R}^{|Q|}$ with $q$-coordinate 1 and the other coordinates 0 . Then

$$
c_{k}(q)=\vec{e} M^{k} \vec{f}
$$

Therefore

$$
f_{q}(z)=\sum \vec{e} M^{k} \vec{f} z^{k}=\vec{e}\left(\sum(M z)^{k}\right) \vec{f} .
$$

The sum $\sum(M z)^{k}$ is equal to $(1-M z)^{-1}$ (the sum of a geometric progression!). Hence

$$
f_{q}(z)=\vec{e}(1-M z)^{-1} \vec{f}
$$

i.e., the $\left(q_{0}, q\right)$-entry of $(1-M z)^{-1}$. That entry (also from Linear Algebra) is the quotient of the $\left(q, q_{0}\right)$-cofactor of the matrix $1-M z$ by the determinant of $1-M z$. Both the numerator and the denominator of this fraction are polynomials in $z$, hence $f_{q}(z)$ is a rational function.

ExERCISE 1.8.39. Represent the growth series of the free group with respect to its free generating set as a rational function. Hint: Use Exercise 1.8.27,

ExERCISE 1.8.40. Compute the rational function represented by the growth series of the standard presentation of the free commutative semigroup

$$
\operatorname{sg}\left\langle a_{1}, \ldots, a_{n} \mid a_{i} a_{j}=a_{j} a_{i}, i>j\right\rangle
$$

with $n$ generators.
1.8.10. The Cayley graphs. Suppose that a semigroup $S$ is generated by a set $X$. Consider the following directed graph $\Gamma_{X}(S)$. Its vertices are all elements of $S$, and edges are $s \rightarrow s x, s \in S, x \in X$. This graph is called the (right) Cayley graph of $S$ relative to the generating set $X$. We can label each edge $s \rightarrow s x$ by the letter $x$ and obtain the labeled Cayley graph of $S$ with respect to $X$, denoted by $\Gamma_{X}^{l}(S)$.

If $S$ is a group and $X$ is symmetric, that is $X^{-1}=X$, then every edge $s \rightarrow s x$ of $\Gamma_{X}(S)$ has an inverse edge $s x \rightarrow s$, so $\Gamma_{X}(S)$ becomes a graph in the sense of Serre.

Words in the alphabet $X$ label paths on $\Gamma_{X}^{l}(S)$. Given a vertex $s$ and a word $u$ by $s \cdot u$ we denote the terminal vertex of the path starting at $s$ and labeled by $u$. If two words $u, v$ over $X$ are equal in $X$, then $s \cdot u=s \cdot v$ for every $s \in S$. If
$S$ is a monoid, then the converse is true (take $s=1$ ). In particular, the words that are equal to 1 in a group $S$ are precisely the words that label loops in the labeled Cayley graph $\Gamma_{X}^{l}(S)$.

Exercise 1.8.41. Show that the Cayley graph of the free group $F_{X}$ with respect to $X$ is a tree with every vertex of degree $2|X|$, and the Cayley graph of the free semigroup is a tree with distinguished vertex (root) $\varnothing$, each vertex having out-degree $|X|$ and all vertices except the root having in-degree 1 , the in-degree of the root is 0 . On Figure 1.14, the graph on the left is a part of the Cayley graph of the free group $\operatorname{gp}\langle x, y\rangle$. All edges there are pointed away from the origin $O$, horizontal edges are labeled by $a$, vertical edges are labeled by $b$. The graph on the right is a part of the Cayley graph of the free monoid $\mathrm{mn}\langle a, b\rangle$. All edges are pointed down (away from the root $O$ ). The edges pointing down and left are labeled by $a$, the edges pointing down and right are labeled by $b$. Note that the graph is the infinite full binary tree without leaves. Every full binary tree is a subtree of this tree containing the root.


Figure 1.14. The Cayley graphs of the free group and free monoid with 2 generators

Exercise 1.8.42. Find the Cayley graph of the group of all permutations of $\{1,2,3\}$ with respect to the generating set consisting of permutations


More generally, one can define the (right) Cayley graph of a semigroup act $(Y, S)$, i.e., a set $Y$ with unary operations $s, s \in S$ satisfying the identities

$$
(y \cdot s) \cdot t=y \cdot s t
$$

$y \in Y, s, t \in S$ (in this case we shall say that $S$ is a semigroup acting on a set $Y)$. If $S$ is generated by a set $A$, then the Cayley graph of the act $(Y, S)$ with respect to the generating set $A$ is the directed graph with vertex set $Y$ and edge set $y \rightarrow y \cdot a, y \in X, a \in A$.

For example, if $S$ is a group, $H$ is a subgroup of $S$, then $S$ acts on the set of all right cosets $H g$ of $H: H g \cdot t=H g t$. The corresponding Cayley graph of the act (with respect to a generating set of $S$ ) is called a (right) Schreier graph of the subgroup $H$ [286]. One can similarly introduce the labeled Cayley graph of an act and the labeled Schreier graph of a subgroup (corresponding to a generating set).

Exercise 1.8.43. Show that the labeled Cayley graph of every finite act of the free monoid $A^{*}$ is a complete automaton with out-degree $|A|$ of every vertex. Show that, conversely, every finite complete automaton $(Q, A)$ is the labeled Cayley graph of a finite act of $A^{*}$.
1.8.11. Cayley graphs, transition monoids of automata and syntactic monoids of languages. Recall that, by definition, in a deterministic automaton $\mathcal{A}=(Q, A)$, for every letter $a \in A$ there is at most one edge with label $a$ whose tail is $q$; we denote the head of this edge by $q \cdot a$. Thus for every $a \in A$ we have a partial map $\phi_{a}: Q \rightarrow Q$. The (finite!) monoid of partial maps $Q \rightarrow Q$ (under composition of partial functions) generated by all $\phi_{a}, a \in A$ is called the transition monoid of the automaton $\mathcal{A}$. Note that a finite deterministic $(Q, A)$ automaton is complete if and only if the maps from its transition monoid are defined on the whole $Q$.

EXERCISE 1.8.44. Prove that the transition monoid of a complete automaton $\mathcal{A}$ is a group if and only if the automaton obtained by reversing the orientation of all edges of $\mathcal{A}$ (but keeping the labels) is also complete.

EXERCISE 1.8.45. Draw an automaton whose transition monoid is the cyclic group of integers modulo $p$.

One can associate a monoid with an arbitrary language as follows. Let $L \subseteq X^{*}$ be a language. Define an equivalence relation on the free monoid $X^{*}$ : $u \sim v$ if and only if for every $w_{1}, w_{2} \in X^{*}$,

$$
w_{1} u w_{2} \in L \leftrightarrow w_{1} v w_{2} \in L
$$

ExErcise 1.8.46. Prove that $\sim$ is a congruence relation on $X^{*}$, hence $X^{*} / \sim$ is a monoid.

The monoid $X^{*} / \sim$ is called the syntactic monoid of the language $L$.
EXERCISE 1.8.47. What is the syntactic monoid of the language of all words from $X^{*}$ of even length?

TheOrem 1.8.48. The following conditions are equivalent.

## A language $L \subseteq A^{*}$ is rational;

The syntactic monoid of $L$ is finite;
Proof. (1) $\rightarrow$ (2) Suppose that $L$ is recognized by a finite deterministic automaton $(Q, A)$ with input vertex $\iota$ and the set of output vertices $Q_{+}$.

Consider the homomorphism $\phi$ from $A^{*}$ to the transition monoid of $(Q, A)$ that takes each $a \in A$ to the partial function on $Q$ defined by the letter $a$. Suppose that $u$ and $v$ are in different classes of the equivalence relation $\sim$, that is for some $w_{1}, w_{2} \in A^{*}$ we have $w_{1} u w_{2} \in L$, but $w_{1} v w_{2} \notin L$. This means $\iota \cdot w_{1} u w_{2} \in Q_{+}$but $\iota \cdot w_{1} v w_{2} \notin Q_{+}$. Therefore the partial maps $Q \rightarrow Q$ defined by the words $u, v$ are different. Thus the number of $\sim$-classes cannot exceed the number of elements in the transition monoid of $(Q, A)$, and the syntactic monoid of $L$ is finite.
$(2) \rightarrow$ (1) Suppose that the syntactic monoid $M=A^{*} / \sim$ of a language $L \subseteq A^{*}$ is finite. Note that by the definition of $\sim, L$ is a union of $\sim$-classes (indeed, if $u \sim v$ and $u \in L$, then $1 u 1 \in L$, hence $v=1 v 1 \in L$ ). Let $M^{\prime}=L / \sim$ be the set of all $\sim$-classes contained in $L$.

Let $(Q, A)$ be the Cayley graph of $M$ with respect to the generating set $A$ considered as an automaton with input vertex 1 and output vertices $M^{\prime}$. Let us show that the language recognized by $(Q, A)$ is $L$. By the definition of $M^{\prime}$, we have $1 \cdot L \in M^{\prime}$, therefore the language recognized by $(Q, A)$ contains $L$. Suppose that for some $u \in A^{*}$, we have $1 \cdot u \in M^{\prime}$. That means $u$ belongs to one of the $\sim$-classes contained in $L$, hence $u \in L$, so the language recognized by $(Q, A)$ is equal to $L$.

Exercise 1.8.49. Prove that every finite monoid is the transition monoid of a finite automaton. Hint: Let $M$ be a finite monoid with generating set $A$. Consider the corresponding Cayley graph $(Q, A)$ of $M$ as a finite automaton. Then the transition monoid of that automaton is $M$.

Remark 1.8.50. Not every finite monoid is the syntactic monoid of some rational language. For example, let $M$ be the monoid $\{1, \alpha, \beta, \gamma\}$ with multiplication $m_{1} m_{2}=m_{2}$ whenever $m_{2} \neq 1$ (i.e., $M$ is the 3 -element right zero semigroup with adjoined identity, see Section (3.1). Then $M$ is not the syntactic monoid of any language [193]. On the other hand, every finite group is the syntactic monoid of some rational language [226].

Not every language is rational, that is not every language has a finite syntactic monoid. This easily follows from the fact that the set of all languages is uncountable while the set of all finite automata is countable. But here is a concrete example.

Exercise 1.8.51. Let $A=\left\{a_{1}, \cdots, a_{r}\right\}$ and let $L$ be the set of words $w_{n}$, in which each $a_{i}$ occurs exactly $n$ times. Then the free commutative monoid over $A$ of rank $n$ (see Exercise 1.8.18) is isomorphic to the syntactic monoid of $L$ (in particular $L$ is not a rational language).

For another example, consider the alphabet consisting of two symbols - the left and right parentheses "(" and ")". The Dyck language consists of balanced sequences of parentheses. More precisely we define Dyck words by induction:
the empty word is a Dyck word, () is a Dyck word. If we insert a subword () in any place of a Dyck word, we get a Dyck word again. One can obtain all Dyck words by taking all terms of the signature with one binary operation and removing all variables and operation symbols (leaving the parentheses only):

$$
((x \cdot y) \cdot(z \cdot t)) \cdot(((z \cdot y) \cdot x) \cdot t) \rightarrow(()())((()))
$$

Exercise 1.8.52. Show that the syntactic monoid of the Dyck language is infinite and has two generators $p, q$ satisfying $p q=1, q p \neq 1$.

We shall meet this semigroup (called the bicyclic semigroup) again in Section 3.8.1.

## CHAPTER 2

## Words that can be avoided

We start with an old problem from number theory whose solution lead to the first example of an infinite cube-free word, thus showing that the word $x^{3}$ is avoidable. Then we shall describe all avoidable words.

Theorems proved in this Chapter include.

- Theorem 2.1.2 of Thue, Hedlund, Morse and Arshon about cube-free words.
- Theorem 2.3.4 of Thue characterizing square-free substitutions.
- Theorem 2.5.14 of Bean, Ehrenfeucht, McNulty and Zimin characterizing avoidable words.


### 2.1. An old example

In 1851 Eugène Prouhet [271] (see also [5]) studied the following number theory problem, which on the first glance has nothing to do with combinatorial algebra.
Question. Are there arbitrary big numbers $m$ such that some intervals $[1, M]$, $M$ depends on $m$, of natural numbers can be divided into 2 disjoint parts $P_{1}, P_{2}$ such that the sum of all elements in $P_{1}$ is the same as in $P_{2}$, the sum of all squares of elements $P_{1}$ is the same as in $P_{2}, \ldots$, the sum of $m$-th powers of elements of $P_{1}$ is the same as in $P_{2}$.

This problem has long history. In particular, Gauss and Euler studied some variations of this problem.

Prouhet came up with a solution. His solution may be interpreted in the following way. Let us consider an example. Take $m=2$. Consider the word $p_{2} \equiv a b b a b a a b$, and produce the following table:

$$
\begin{array}{cccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 \\
a & b & b & a & b & a & a & b
\end{array}
$$

Now let $P_{a}$ be the set of numbers from 1 to 8 , that are above $a$ in this table, $P_{b}$ be the set of numbers, that are above $b: P_{a}=\{1,4,6,7\}, P_{b}=\{2,3,5,8\}$ (recall the connection between words and partitions from Example 1.2.2). Let us check the Prouhet condition:

$$
\begin{gathered}
1+4+6+7=18=2+3+5+8, \\
1^{2}+4^{2}+6^{2}+7^{2}=102=2^{2}+3^{2}+5^{2}+8^{2} .
\end{gathered}
$$

If we want to construct the Prouhet decomposition for $m=3$ we have to take this word $p_{2} \equiv a b b a b a a b$, change $a$ by $b$ and $b$ by $a$ (we'll get baababba), and
concatenate these two words:

$$
p_{3} \equiv a b b a b a a b b a a b a b b a .
$$

By induction one can easily define the Prouhet word for every $m$ : $p_{m}$ is obtained by concatenating $p_{m-1}$ and $p_{m-1}^{\prime}$ where $p_{m-1}^{\prime}$ is obtained from $p_{m-1}$ by the substitution $a \mapsto b, b \mapsto a$.

Exercise 2.1.1. Prove that for every $m$ the partition corresponding to the Prouhet word $p_{m}$ satisfies the Prouhet condition for the sums of $n$th powers for every $n \leq m$.

The word $p_{m}$ was rediscovered several times after Prouhet. Axel Thue rediscovered this word in 1906 [314] and he was the first to prove the following result:

Theorem 2.1.2. The word $p_{m}$ does not contain subwords of the form www where $w$ is any nonempty word. Thus words $p_{m}$ are cube-free.

Arshon, Hedlund and Morse proved the same result in the late 30s [14, [238]. Now it belongs to some collections of problems for high school students.

### 2.2. Proof of Thue's theorem

Let us consider the following substitution:

$$
\phi(a) \equiv a b, \quad \phi(b) \equiv b a .
$$

Words $a b$ and $b a$ will be called blocks.
Let $t_{1}=a, \ldots, t_{n}=\phi\left(t_{n-1}\right)$.
Exercise 2.2.1. Prove that $t_{n}=p_{n-1}$ for every $n \geq 2$.
Lemma 2.2.2. If $w$ is cube-free, then $\phi(w)$ is also cube-free.
Proof. Suppose that $\phi(w)$ contains a cube $p p p$.
Case 1. The length of $p$ is even.
Case 1.1. The first occurrence of $p$ starts with the first letter of a block. Since $\phi(w)$ is a product of blocks of length 2 , and $|p|$ is even, $p$ ends with the second letter of a block. Then the second and the third occurrence of $p$ also start with the first letter of a block and end with the second letter of a block. Thus $p$ is a product of blocks, so $p=\phi(q)$ for some word $q$. Now let us substitute every block in $\phi(w)$ by the corresponding letter. Then $\phi(w)$ will turn into $w$ and $p p p=\phi(q) \phi(q) \phi(q)$ will turn into $q q q$. Therefore $w$ contains a cube $q q q$.

Case 1.2. The first occurrence of $p$ starts with the second letter of a block. Then it ends with the first letter of a block, and the same is true for the second and the third occurrence of $p$. Without loss of generality assume that $p$ starts with $a$. This $a$ is second letter of the block $b a$. Since the second occurrence of $p$ also starts with $a$ and this $a$ is the second letter of a block, we can conclude that $p$ ends with $b$. Therefore $p \equiv a p^{\prime} b$. Then we have:

$$
\phi(w) \equiv \ldots b a p^{\prime} b a p^{\prime} b a p^{\prime} b \ldots
$$

Consider the word $b a p^{\prime}$. This word has even length, starts with the beginning of a block and repeats 3 times in $\phi(w)$, which is impossible by the previous case.

Case 2. The word $p$ has odd length. If the first occurrence of $p$ starts with the first letter of a block, then the second occurrence of $p$ starts with the second letter of a block. If the first occurrence of $p$ starts with the second letter of a block, then the second occurrence of $p$ starts with the first letter of a block and the third occurrence of $p$ starts with the second letter of a block.

In any case there are two consecutive occurrences of $p$ such that the first one starts with the first letter of a block and the second one starts with the second letter of a block. Let us denote these copies of $p$ by $p^{\prime}$ and $p^{\prime \prime}$.

It is clear that $|p| \geq 2$.
Suppose that $p^{\prime}$ starts with $a b$. Then $p^{\prime \prime}$ also starts with $a b$. This $b$ is the first letter of a block. Therefore the third letter in $p^{\prime \prime}$ is $a$. Therefore the third letter in $p^{\prime}$ is also $a$. This $a$ is the first letter of a block. The second letter of this block is $b$. Therefore the fourth letter of $p^{\prime}$ is $b$. Then the fourth letter of $p^{\prime \prime}$ is $b$, which is the first letter of a block, the fifth letter of $p^{\prime \prime}$ is $a$, same as the fifth letter in $p^{\prime}$, and so on. Every odd letter in $p$ is $a$, every even letter in $p$ is $b$. Since $p^{\prime}$ has odd number of letters, the last letter in $p^{\prime}$ is $a$. This $a$ is the first letter of a block. The second letter of this block is the first letter of $p^{\prime \prime}$, which is $a$ - a contradiction (we found a block $a a$ ).

Exercise 2.2.3. Prove that $t_{n}$ does not contain subwords of the form $q p q p q$ for any words $p$ and $q$.

### 2.3. Square-free words

The words constructed in the previous section do not contain cubes. Now we will consider words that do not contain squares, the square-free words.

A word is called square-free if it does not contain a subword of the form uu.
Exercise 2.3.1. Prove that every square-free word over an alphabet with 2 letters has length at most 3.

Theorem 2.3.2 (Thue, [314). There exist arbitrary long square-free words over a 3-letter alphabet.

Consider the following substitution:

$$
\phi(a) \equiv a b c a b, \phi(b) \equiv a c a b c b, \phi(c) \equiv a c b c a c b .
$$

Theorem 2.3.2 easily follows from the following
Lemma 2.3.3. For every square-free word $w, \phi(w)$ is square-free.
A substitition satisfying the condition of Lemma 2.3.3 will be called squarefree.

In turn, Lemma 2.3.3 will be a corollary of the following powerful theorem of Thue.

Theorem 2.3.4. Let $M$ and $N$ be alphabets and let $\phi$ be a substitution from $M$ to $N^{+}$. If
$\phi(w)$ is square-free whenever $w$ is a square-free word from $M^{+}$of length no greater than 3, $a=b$ whenever $a, b \in M$ and $\phi(a)$ is a subword of $\phi(b)$, then $\phi$ is a square-free substitution.

Proof of theorem 2.3.4. Let $\phi$ satisfy (1) and (2). First of all let us prove the following "rigidity" statement:
Claim. If $a, e_{1}, \ldots, e_{n}$ are letters from $M, E \equiv e_{1} \ldots e_{n}$ is a square-free word, and $\phi(E) \equiv X \phi(a) Y$ then $a=e_{j}, X=\phi\left(e_{1} \ldots e_{j-1}\right), Y=\phi\left(e_{j+1} \ldots e_{n}\right)$ for some $j$.
Suppose this is not true. Since $\phi\left(e_{i}\right)$ cannot be a subword of $\phi(a)$ (by (2)), $\phi(a)$ intersects with at most 2 factors $\phi\left(e_{i}\right)$. Since $\phi(a)$ cannot be a subword of $\phi\left(e_{i}\right)$ (again by (2) ), $\phi(a)$ intersects with exactly 2 factors, say $\phi\left(e_{j} e_{j+1}\right)$. Then $\phi\left(e_{j}\right) \equiv p q, \phi\left(e_{j+1}\right) \equiv r s$, and $\phi(a) \equiv q r$. Now $\phi\left(a e_{j} a\right) \equiv q r p q q r$ is not square-free. By condition (1) the word $a e_{j} a$ is not square-free, thus $a=e_{j}$. On the other hand: $\phi\left(a e_{j+1} a\right) \equiv q r r s q r$ also is not square-free. Thus $a=e_{j+1}$. Therefore $e_{j}=e_{j+1}$, which contradicts the fact that $e_{1} \ldots e_{n}$ is a square-free word.

Now suppose that $w$ is a square-free word from $M^{+}$and $\phi(w) \equiv x y y z$ for some nonempty word $y$. Let $w \equiv e_{0} \ldots e_{n}$. Let us denote $\phi\left(e_{i}\right)$ by $E_{i}$. We have

$$
E_{0} E_{1} \ldots E_{n} \equiv x y y z .
$$

If $E_{0}$ is contained in $x$ or $E_{n}$ is contained in $z$ then we can shorten $w$ (delete $e_{0}$ or $e_{n}$ ). Therefore we can suppose that

$$
E_{0} \equiv x E_{0}^{\prime}, E_{n}=E_{n}^{\prime} z, y y \equiv E_{0}^{\prime} E_{1} \ldots E_{n-1} E_{n}^{\prime} .
$$

By condition (0) we have that $n \geq 3$.
The word $y$ is equal to $E_{0}^{\prime} E_{1} \ldots E_{j}^{\prime} \equiv E_{j}^{\prime \prime} E_{j+1} \ldots E_{n}^{\prime}$ with $E_{j}^{\prime} E_{j}^{\prime \prime} \equiv E_{j}$. If $j=0$ then $E_{1} E_{2}$ must be a subword of $E_{0}$, which is impossible. Similarly, $j \neq n$.

Now by the rigidity statement,

$$
E_{0}^{\prime} \equiv E_{j}^{\prime \prime}, E_{1} \equiv E_{j+1}, \ldots, E_{j}^{\prime} \equiv E_{n}^{\prime}
$$

and, in particular, $n=2 j$. Therefore

$$
\begin{aligned}
& \phi\left(e_{0} e_{j} e_{n}\right) \equiv E_{0} E_{j} E_{n} \equiv x E_{0}^{\prime} E_{j}^{\prime} E_{j}^{\prime \prime} E_{n}^{\prime} z \equiv \\
& x E_{0}^{\prime} E_{j}^{\prime} E_{0}^{\prime} E_{j}^{\prime} z .
\end{aligned}
$$

By condition (1) either $e_{0}=e_{j}$ or $e_{j}=e_{n}$. Without loss of generality let $e_{0}=e_{j}$. We also know that $E_{1} \equiv E_{j+1}, \ldots, E_{j-1} \equiv E_{2 j-1}$. Condition (1) implies that $\phi$ is one-to-one. Therefore $e_{0}=e_{j}, e_{1}=e_{j+1}, \ldots$. Hence $w$ is not square-free: it is equal to $e_{0} e_{1} \ldots e_{j-1} e_{0} \ldots e_{j-1} e_{n}$.

Theorem 2.3.4 implies Lemma 2.3.3 (check it!) and Theorem 2.3.2,
A complete algorithmic characterization of square-free substitutions was found first by Berstel [47], 46]. The best (in the computational sense) characterization was found by Crochemore.

Theorem 2.3.5 (Crochemore [76]). Let $\phi$ be a substitution, $M$ be the maximal size of a block, $m$ be the minimal size of a block, $k$ be the maximum of 3
and the number $1+[(M-3) / m]$. Then $\phi$ is square-free if and only if for every square-free word $w$ of length $\leq k \phi(w)$ is square-free.

Using theorem 2.3.4 and a computer, one can establish a substitution from an infinite alphabet to $\{a, b, c\}^{+}$that is square-free. We will present here a substitution from $\left\{x_{1}, x_{2} \ldots\right\}$ to $\{a, b, c, d, e\}^{+}$. Let $w_{1}, w_{2}, \ldots$ be an infinite sequence of distinct square-free words on a three-letter alphabet $\{a, b, c\}$. Consider the following substitution from $x_{1}, x_{2}, \ldots$ to $\{a, b, c, d, e\}^{+}$:

$$
x_{i} \rightarrow d w_{i} e w_{i} .
$$

This substitution is square-free by Theorem 2.3.4. Indeed it is clear that a word $d w_{i} e w_{i}$ cannot be a subword of $d w_{j} e w_{j}$ because $w_{i}$ and $w_{j}$ do not contain $d$ and $e$. Now if $d w_{i} e w_{i} d w_{j} e w_{j} d w_{k} e w_{k}$ contains a square $u u$ then the numbers of $d^{\prime}$ s and $e^{\prime} \mathrm{s}$ in $u u$ must be even. Neither of them may be 0 , because otherwise one of the words $w_{i}, w_{j}, w_{k}$ would contain a square. So each of them is 2 . Therefore each of the copies of $u$ has one $d$ and one $e$. The first $d$ cannot participate, otherwise $u$ must be equal to $d w_{i} e w_{i}$, and $w_{i} \neq w_{j}$. Therefore $u$ must start at the middle of the first $w_{i}$, and end in the middle of the first $w_{j}$. Then $u$ must contain the subword $e w_{i} d$. But this subword occurs in our product only once, so the second copy of $u$ cannot contain it, a contradiction.

A square-free substitution from $\left\{a_{1}, a_{2}, a_{3} \ldots\right\}$ to $\{a, b, c\}^{+}$has been found by Bean, Ehrenfeucht and McNulty [28].

## 2.4. $k$ th power-free substitutions

For every natural $k \geq 2$, a substitution $\phi$ is called $k$ th power free if the word $\phi(w)$ is $k$-power free whenever $w$ is.

The following theorem, also proved by Bean-Ehrenfeucht-McNulty, gives a sufficient condition for a substitution to be $k$ th power-free for $k>2$.

Theorem 2.4.1. Let $M$ and $N$ be alphabets and let $\phi$ be a substitution $M \rightarrow$ $N^{+}$that satisfies the following three conditions
(1) $\quad \phi(w)$ is $k$ th power-free whenever $w$ is a $k$-power free word of length no greater than $k+1$.
(2) $a=b$ whenever $\phi(a)$ is a subword of $\phi(b)$.
(3) If $a, b, c \in M$ and $x \phi(a) y \equiv \phi(b) \phi(c)$ then either $x$ is empty and $a=b$ or $y$ is empty and $a=c$.
Then $\phi$ is $k$ th power-free.
Exercise 2.4.2. Prove theorem 2.4.1.
In particular, Theorem 2.4.1 implies existence of cube-free substitutions from the infinite set $\left\{a_{1}, a_{2}, \ldots,\right\}$ to $\{a, b\}^{+}$. An explicit substitution has been constructed in [28].

### 2.5. Avoidable words

2.5.1. Examples and simple facts. We say that a word $u$ avoids a word $v$ if $u$ does not contain the value of $v$ under any substitution replacing letters
by nonempty words (in that case we also call the word $u v$-free). A word $v$ is called $k$-avoidable if there exists an infinite word in a $k$-letter alphabet avoiding $v$ (equivalently, if there are infinitely many (finite) words in a $k$-letter alphabet avoiding $v$ ). If $v$ is $k$-avoidable for some $k$, then $v$ is called avoidable. We already know that $x^{k}, k \geq 2$, are avoidable words. It is clear that $x^{2} y x$ and $x y x y$ are also avoidable words because, in general,

Exercise 2.5.1. Prove that if $u$ is a $k$-avoidable word and $\phi$ is any substitution then any word containing $\phi(u)$ is also $k$-avoidable.

The following exercise is also useful.
Exercise 2.5.2. Prove that for every words $u$ and $w$, if $w$ avoids $u$, then every subword of $w$ avoids $u$.

On the other hand, the word $x y x$ is unavoidable. Indeed, let $k$ be any natural number. Suppose that there exists an infinite set of words $W$ in a $k$ letter alphabet that avoid $x y x$. Then $W$ must contain a word $w$ of length $>2 k$. Since we have only $k$ letters in the alphabet, one of these letters, say $a$, occurs twice in $w$, that is $w$ contains a subword apa for some nonempty word $p$. This word is of the form $x y x(\phi: x \mapsto a, y \mapsto p)$.

Let us consider the following words $Z_{n}$, which will be called Zimin words:

$$
\begin{equation*}
Z_{1} \equiv x_{1}, Z_{2} \equiv x_{1} x_{2} x_{1}, \ldots, Z_{n} \equiv Z_{n-1} x_{n} Z_{n-1} . \tag{2.5.1}
\end{equation*}
$$

Notice that these words were studied before Zimin. They appear in [28] as "maximal" unavoidable words. Before that they were considered by Coudrain and Schützenberger [75, and even before that they were considered by Levitzki [201] also in connection to Burnside-type problems (for rings).

The next exercise shows that prehistoric humans discovered Zimin words as soon as they learned how to count and divide by 2 .

Exercise 2.5.3. Count the numbers $i$ from 1 to $2^{n}-1$ and write down the maximal exponent of 2 dividing $i$. The word we obtain is $01020103 \ldots$. Show that this word is the value of $Z_{n}$ under the substitution $x_{j} \mapsto j-1$.

Zimin was first to understand the real role of Zimin words in the theory of avoidable words and Burnside problems for semigroups.

Exercise 2.5.4 (Bean-Ehrenfeucht-McNulty [28], Zimin [337, 338]). $Z_{n}$ is an unavoidable word (for every $n$ ).

We shall show that the Zimin word $Z_{n}$ is a "universal" unavoidable word in an $n$-letter alphabet.

Let us list some properties of these words.
Exercise 2.5.5. (1) $\left|Z_{n}\right|=2^{n}-1$,
(2) Every odd letter in $Z_{n}$ is $x_{1}$, every even letter in $Z_{n}$ is $x_{i}$ for $i>1$,
(3) For every $k \leq n, Z_{n} \equiv Z_{k}\left(Z_{n-k+1}, x_{n-k+2}, \ldots, x_{n}\right)$,
(4) For every $k, n, Z_{n}\left(Z_{k+1}, x_{k+2}, \ldots, x_{k+n}\right) \equiv Z_{n+k}\left(x_{1}, \ldots, x_{n+k}\right)$,
(5) For every $k, n, Z_{k} \cdot Z_{n}\left(x_{k+1} Z_{k}, \ldots, x_{k+n} Z_{k}\right) \equiv Z_{n+k}\left(x_{1}, \ldots, x_{n+k}\right)$,
(6) If we delete the letter $x_{1}$ from $Z_{n}$ then we get a word that differs from $Z_{n-1}$ only by names of the letters.
(7) Every word in the $n$-letter alphabet $\left\{x_{1}, \ldots, x_{n}\right\}$, which properly contains $Z_{n}$, contains a square, and so is avoidable.

### 2.5.2. Fusions, free sets and free deletions.

Definition 2.5.6. Let $u$ be a word in an alphabet $X$, let $B$ and $C$ be subsets of $X$. We call the pair $(B, C)$ a fusion in $u$ if for every two-letter subword $x y$ in u

$$
x \in B \text { if and only if } y \in C .
$$

We will call $B$ and $C$ components of the fusion.
For example the sets $\{x\}$ and $\{y\}$ form a fusion in the word yxyzxytx and in the word $x y x y$. Sets $\{x, z\}$ and $\{z, t\}$ form a fusion in the word $x t x z z t x z$.

Definition 2.5.7. If $B, C$ is a fusion in $u$, then any subset $A \subseteq B \backslash C$ is called a free set of $u$.

For example, $\{x\}$ is a free set in $x t x z z t x z$.
Exercise 2.5.8. Find all fusions and all free sets in $Z_{n}$.
Let $u$ be a word, $Y$ be a subset of letters of $u$. Consider the word obtained from $u$ by deleting all letters that belong to $Y$. This word will be denoted by $u_{Y}$.

Definition 2.5.9. A deletion of a free set $A$ in a word is called a free deletion and is denoted by $\sigma_{A}$.

Definition 2.5.10. A sequence of deletions $\sigma_{Y}, \sigma_{Z}, \ldots$ in a word $u$ is called a sequence of free deletions if $Y$ is a free set in $u, Z$ is a free set in $u_{Y} \equiv \sigma_{Y}(u)$, etc.

Let us fix some notation. Let $u=x_{1} x_{2} \ldots x_{n}$ be a word, $a$ be a letter. For $\alpha, \beta \in\{0,1\}$ we denote by $[u, a]_{\beta}^{\alpha}$ the word $u$ with letter $a$ inserted between every two consecutive letters and possibly at the beginning and at the end. More precisely

$$
\begin{equation*}
[u, a]_{\beta}^{\alpha}=a^{\alpha} x_{1} a x_{2} a \ldots a x_{n} a^{\beta} \tag{2.5.2}
\end{equation*}
$$

Definition 2.5.11. Let $u$ be a word, $B, C$ be a fusion in $u, A \subseteq B \backslash C$ and $a$ be a letter not in cont $(u)$. For every substitution $\phi$ of the word $\sigma_{A}(u)$ we can define a substitution $\phi^{*}$ of $u$ by the following rules:

$$
\phi^{*}(x)= \begin{cases}a & \text { if } x \in A  \tag{2.5.3}\\ {[\phi(x), a]_{0}^{0}} & \text { if } x \in C \backslash B \\ {[\phi(x), a]_{1}^{0}} & \text { if } x \in B \cap C \\ {[\phi(x), a]_{1}^{1}} & \text { if } x \in B \backslash(C \cup A) \\ {[\phi(x), a]_{0}^{1}} & \text { otherwise. }\end{cases}
$$

We will call $\phi^{*}$ the substitution induced by $\phi$ relative to the triple $(A, B, C)$.

For example, if $u \equiv x y z t, B=\{x, z\}, C=\{y, t\}, A=\{x\}$, and $\phi(x) \equiv x, \phi(y) \equiv$ $y, \phi(z) \equiv z, \phi(t) \equiv t$, then $\phi^{*}(x) \equiv a, \phi(y) \equiv y, \phi(z) \equiv a z a, \phi(t) \equiv t$. Therefore $\phi^{*}(u) \equiv$ ayazat.

The following lemma contains the main property of free deletions.
Lemma 2.5.12. For every word $u$, $\phi^{*}(u)=\left[\phi\left(\sigma_{A}(u)\right), a\right]_{\beta}^{\alpha}$ for some $\alpha$ and $\beta$. If $u$ starts and ends with a letter from $B \backslash C$ then $\alpha=\beta=1$.

Exercise 2.5.13. Prove lemma 2.5.12.

### 2.5.3. The Bean-Ehrenfeucht-McNulty \& Zimin theorem.

2.5.3.1. The formulation.

Theorem 2.5.14 (Bean-Ehrenfeucht-McNulty, Zimin). The following conditions are equivalent for every word $u$ :
(1) $u$ is unavoidable.
(2) $\quad Z_{n}$ contains a value of $u$, where $n$ is the number of distinct letters in $u$.
(3) There exists a sequence of free deletions that reduces u to a 1-letter word.

ExERCISE 2.5.15. Deduce the following two facts from Theorem 2.5.14
(1) Every word of length $\geq 2^{n}$ in a $n$-letter alphabet is avoidable.
(2) Every unavoidable word $u$ contains a linear letter, i.e., a letter that occurs in $u$ only once.

ExERCISE 2.5.16. $Z_{n}$ has a sequence of free deletions of length $n-1$ which reduces $Z_{n}$ to $x_{n}$. Hint: The set $\left\{x_{1}\right\}$ is a free set in $Z_{n}$. Deleting $x_{1}$, we obtain a word that differs from $Z_{n-1}$ only by names of letters (part (6) of Exercise 2.5.5).

Our proof of Theorem 2.5 .14 is simpler than the original proofs of BeanEhrenfeucht -McNulty and Zimin. We shall follow [277]. It is also more general: the same ideas will be used later in a more complicated situation.
2.5.3.2. Proof of $(3) \rightarrow(2)$.

Exercise 2.5.17. Prove this implication. Hint: Suppose that a one letter word $p$ is obtained from $u$ by a sequence of free deletions $\sigma_{1}, \ldots, \sigma_{k}: u \rightarrow u_{1} \rightarrow$ $\ldots u_{k} \equiv p$. Note that $k \leq n-1$. Let $\phi$ be the identity substitution $p \mapsto p$. Then apply induced substitutions (2.5.3) and Lemma 2.5.12 $k$ times using letters $x_{k}, x_{k-1}, \ldots, x_{1}$ and notice that $\phi^{*}\left(u_{k-1}\right)$ is a subword of $x_{k} p x_{k}, \phi^{* *}\left(u_{k-2}\right.$ is a subword of $x_{k-1} x_{k} x_{k-1} p x_{k-1} x_{k} x_{k-1}$, etc.
2.5.3.3. Proof of $(2) \rightarrow(1)$. This implication immediately follows from Exercises 2.5.1 and 2.5.2.
2.5.3.4. Proof of $(1) \rightarrow(3)$. Suppose that there is no sequence of free deletions that reduces $u$ to a 1-letter word. We shall prove that $u$ is avoidable.

In fact we will construct a substitution $\gamma$ such that for some letter $a$ words $\gamma(a), \gamma^{2}(a), \ldots$ are all different and avoid $u$.

The substitution $\gamma$ is constructed as follows. Let $r$ be a natural number. Let $\mathcal{A}$ denote the alphabet of $r^{2}$ letters $a_{i j}, 1 \leq i, j \leq r$. Consider the $r^{2} \times r$-matrix $M$, in which every odd column is equal to

$$
(1,1, \ldots, 1,2,2, \ldots, 2, \ldots, r, r, \ldots, r)
$$

and each even column is equal to

$$
(1,2, \ldots, r, 1,2, \ldots, r, \ldots, 1,2, \ldots, r)
$$

Replace every number $i$ in the $j$-th column by the letter $a_{i j}$. The resulting matrix is denoted by $M^{\prime}$. The rows of $M^{\prime}$ can be considered as words in the alphabet $\mathcal{A}$. Denote these words by $w_{1}, \ldots, w_{r^{2}}$ counting from top to bottom. Now define the substitution $\gamma$ by the following rule:

$$
\gamma\left(a_{i j}\right)=w_{(j-1) r+i}
$$

For every $j=1,2, \ldots$ let $\mathcal{A}_{j}$ be the set $\left\{a_{i j} \mid i=1,2, \ldots, r\right\}$.
EXERCISE 2.5.18. $\gamma$ satisfies the following properties:
(1) The length of each block is $r$.
(2) No two different blocks have common 2-letter subwords.
(3) All letters in each block are different.
(4) The $j$-th letter in each block belongs to $\mathcal{A}_{j}$ (that is its second index is $j$ ).

THEOREM 2.5.19. Suppose that the word u cannot be reduced to a 1-letter word by a sequence of free deletions. Let $r>6 n+1$ (where $n$ is the number of letters in $u)$. Then $\gamma^{m}\left(a_{11}\right)$ avoids $u$ for every $m$.

Proof. By contradiction, suppose there exists $m$ such that $\gamma^{m}\left(a_{11}\right)$ contains $\delta(u)$ for some substitution $\delta$. We may suppose that $m$ is minimal possible. Clearly $m>0$.

The idea of getting a contradiction is the following. First of all we will modify $\delta$ and find a substitution $\epsilon$ such that $\epsilon(u)$ has "long" sequences of free deletions. Then we prove that if a value of a word has "long" sequences of free deletions, then so does the word itself.

Let us call images of letters under $\gamma$ blocks, and let us call products of blocks integral words.

Let $w$ be an integral word. Let $v$ be a subword of $w$. Then $v$ is equal to a product of three words $p_{1} p_{2} p_{3}$ where $p_{1}$ is a suffix of a block, $p_{2}$ is a product of blocks or lies strictly inside a block, $p_{3}$ is a prefix of a block. Some of these words may be empty. The following property of integral words is important. It easily follows from Exercise 2.5.18,

LEMMA 2.5.20. The decomposition $v=p_{1} p_{2} p_{3}$ does not depend on the particular occurrence of $v$ in an integral word: if we consider another occurrence of $v$, the decomposition $v=p_{1} p_{2} p_{3}$ will be the same).

Now let $w=\gamma^{m}\left(a_{11}\right)$. We have that $\delta(u)$ is a subword of $w$. For every letter $x \in \operatorname{cont}(u)$ let $\delta(x)=p_{x 1} p_{x 2} p_{x 3}$ be the decomposition described above.

Now let us take any block $B$ in $w$. This block can appear in many different places of $w$. Let us consider all words $p_{x i}$ that are contained in all possible occurrences of $B$. There are no more than $3 n$ such words $p_{x i}$. Each of them may occur in $B$ at most once because all letters in $B$ are different. Therefore we may consider $B$ as an interval, which contains at most $3 n$ other intervals. The length of $B$ is at least $6 n+2$. Therefore there exists a 2 -letter subword $t_{B}$ of $B$ that satisfies the following condition:
(T) For every subword $p_{x i}$ inside $B$, the word $t_{B}$ either is contained in $p_{x i}$ or does not have common letters with it.
This easily follows from the trivial 1-dimensional geometry fact that $k$ intervals on a line divide this line into at most $2 k+1$ subintervals two of which are infinite (why?).

Now let us replace the subword $t_{B}$ in every block $B$ in $w$ by a new letter $y_{B}$. We shall get a new word $w_{1}$ in the alphabet $\mathcal{A} \cup\left\{y_{B} \mid B=\gamma\left(a_{i j}\right)\right\}$. This word has the following form:

$$
P_{0} Q_{1} y_{1} P_{1} Q_{2} y_{2} P_{2} \ldots Q_{k} y_{k} P_{k} Q_{k+1}
$$

where $Q_{i}$ is a prefix of a block, $P_{i}$ is a suffix of a block, $P_{i}$ 's and $Q_{i}$ 's do not overlap, and

$$
\begin{equation*}
\text { if } y_{i}=y_{j} \text { then } Q_{i}=Q_{j} \text { and } P_{i}=P_{j} \tag{2.5.4}
\end{equation*}
$$

Every word with these properties will be called a quasi-integral word.
Let us consider the substitution $\epsilon$ that is obtained from $\delta$ by the following procedure: take each $\delta(x)$ and replace each occurrence of $t_{B}$ there by $y_{B}$. The property ( T ) of words $t_{B}$ implies that occurrences of words $t_{B}$ in $\delta(x)$ do not intersect, so our definition of $\epsilon$ is consistent. This property also implies that $\epsilon(u)$ is a subword of the quasi-integral word $w_{1}$.

Now we shall show that $w_{1}$ (and any other quasi-integral word) has "long" sequences of free deletions.

ExERCISE 2.5.21. In any quasi-integral word the sequence of deletions $\sigma_{\mathcal{A}_{1}}$, $\sigma_{\mathcal{A}_{2}} \ldots, \sigma_{\mathcal{A}_{r}}$ is a sequence of free deletions.

The result of this sequence of deletions is, of course, the deletion of all letters from $\mathcal{A}$. Now we have to understand how free deletions in $\epsilon(u)$ relate to the deletions in $u$.

First of all we have the following two simple observations.
Let $\theta$ be any substitution and let $v$ be any word. Let $D$ be a set of letters of $\theta(v)$. Let $D^{\prime}$ be a subset of $\operatorname{cont}(v)$ defined as follows:

$$
D^{\prime}=\{x \mid \operatorname{cont}(\theta(x)) \subseteq D\}
$$

Now let us define a substitution $\theta_{D}$ of $v_{D^{\prime}}$ :

$$
\theta_{D}(x)=\theta(x)_{D}
$$

EXERCISE 2.5.22. $\theta_{D}\left(v_{D^{\prime}}\right)=\theta(v)_{D}$.
The following exercise, while simple, is a yet another key property of free sets.

ExERCISE 2.5.23. If $D$ is a free set in $\theta(v)$ then $D^{\prime}$ is a free set in $v$.
Let us apply Exercises 2.5.21, 2.5.22 and 2.5.23 to our situation: $\epsilon(u) \leq w_{1}$. We deduce that there exists a sequence of free deletions $\sigma_{1} \ldots, \sigma_{r}$ in $u$. Let $u_{\mathcal{A}^{\prime}}$ be the result of these deletions. Then by Exercise 2.5.22

$$
\epsilon_{\mathcal{A}}\left(u_{\mathcal{A}^{\prime}}\right) \leq\left(w_{1}\right)_{\mathcal{A}}=y_{1} y_{2} \ldots y_{k}
$$

Now, by definition, each $y_{B}$ determines the block $B$. Let us consider the substitution $\alpha$ that takes each $y_{B}$ to $B$. Then $\alpha\left(\left(w_{1}\right)_{\mathcal{A}}\right)=w$. Therefore $\alpha \epsilon_{\mathcal{A}}\left(u_{\mathcal{A}^{\prime}}\right)$ is a subword of $w=\gamma^{m}\left(a_{11}\right)$. But the image of each letter from $u_{\mathcal{A}^{\prime}}$ under $\alpha \epsilon_{\mathcal{A}}$ is a product of blocks. Therefore we can apply $\gamma^{-1}$ to $\alpha \epsilon_{\mathcal{A}}\left(u_{\mathcal{A}^{\prime}}\right)$. The result, $\gamma^{-1} \alpha \epsilon_{\mathcal{A}}\left(u_{\mathcal{A}^{\prime}}\right)$, is a subword of $\gamma^{m-1}\left(a_{11}\right)$.

Now we can complete the proof. The word $u_{\mathcal{A}^{\prime}}$ contains at most the same number of letters as $u$, and $m-1$ is strictly less than $m$. By the assumption (we assumed that $m$ is minimal) there exists a sequence of free deletions, which reduces $u_{\mathcal{A}^{\prime}}$ to a 1 -letter word. If we combine this sequence of free deletions with the sequence that we used to get $u_{\mathcal{A}^{\prime}}$ from $u$, we will get a sequence of free deletions that reduces $u$ to a 1 -letter word, which is impossible.

The theorem is proved.

### 2.5.4. Simultaneous avoidability.

Definition 2.5.24. A set of words $W$ is said to be ( $k$-)avoidable if there exists an infinite set of words in a finite alphabet (a $k$-letter alphabet), each of which avoids each word from $W$.

Exercise 2.5.25. Prove that a finite system of words $W$ is avoidable if and only if each word in $W$ is avoidable. Hint: Use Theorem 2.5.19, Alternatively, if $X_{w}$ is the finite alphabet of an infinite word avoiding $w \in W$, find an infinite word in the alphabet $\prod_{w \in W} X_{w}$ (which is the Cartesian product of all $X_{w}$ ) avoiding all words from $W$ simultaneously.

### 2.6. Further reading and open problems

More on avoidable words, Prouhet-Morse-Thue words and related topics, applications to dynamics and arithmetics can be found in the books by Lothaire [206, 207] and N. Pytheas Fogg [105].
2.6.1. Square- and cube-free words. The subject of $k$-power free words and certain nice generalizations of this concept is fast growing. Some of the recent papers are surveyed by Shur in (304].

One of the interesting problems was: how to decide, given a substitution $\phi: M \rightarrow M^{+}$and $a \in M$ whether $\phi^{n}(a)$ is $k$-th power free for all $n$. Some sufficient conditions are in Thue's Theorem [2.3.4. Berstel [47] showed that over an alphabet with three letters, there is an algorithm for $k=2$. Then Karhumäki [171] showed that over a binary alphabet, there is an algorithm for $k=3$. The problem was solved in general by Mignosi and Séébold [231], who showed that there exists an algorithm for this problem for all alphabet sizes and all $k$.

There are several interesting generalizations of $k$-power free word studied, in particular, by Capri and Currie (see [64] and a survey [78]). For example, we say that a word $u$ does not contain Abelian $k$-th powers if it does not contain products $w_{1} w_{2} \ldots w_{k}$ where all subwords $w_{i}$ are permutations of each other. One of the typical results about such words is the following. Let $a(k)$ be the smallest alphabet size, on which Abelian $k$-powers are avoidable. Then $a(4)=2, a(3)=$ $3, a(2)=4$ (see [78]).
2.6.2. Avoidable words. Open problems about avoidable words are discussed in McNulty's talks [227]. Since the slides of [227] are not generally available, we present a few open problems here. Some of these (and other) problems can be found in the survey by Currie [78] as well.

Problem 2.6.1. For each natural number $n$ find out how many unavoidable words there are in the $n$ letter alphabet.

If a word $u$ is avoidable, then there is the smallest natural number $\mu(u)$ such that there is an infinite word on $\mu(u)$ letters, which avoids $u$. We can extend this function $\mu$ to all words by putting $\mu(u)=1$ when $u$ is unavoidable.

Problem 2.6.2. Let $u$ be an avoidable word with $\mu(u)=m$. Can every $u$-free word on $m$ letters be extended to a maximal $u$-free word on $m$ letters?

The answer is yes if $m=1$. The answer is not known even for $m=2$.
Problem 2.6.3. Is $\mu$ a recursive function? That is, is there an algorithm that computes $\mu$ ?

The proof of Theorem 2.5.14 in Chapter 2 gives an upper bound on $\mu$ as a quadratic polynomial in the number $c=c(u)$ of different letters in $u$. A linear upper bound was found by I. Mel'nichuk [229]: $\mu(u) \leq 3 c / 2+3$. She also announced (in 1988) that $\mu(u) \leq c+6$ (unpublished). On the other hand we still do not know the answer to the following problem, which is open since [28, 337

Problem 2.6.4. Is $\mu(u)$ bounded from above by a constant?
It is not even known if that constant is not equal to 5. By Exercise 2.3.1 and Theorem [2.3.4, $\mu\left(x^{2}\right)=3$. In [17], Baker, McNulty and Taylot found the first word $u=a b x_{1} b c x_{2} c a x_{3} b a x_{4} a c$, for which $\mu(u)=4$. Clark [68] constructed a somewhat similar looking word $u=a b x_{1} b a x_{2} a c x_{3} b c x_{4} c d a x_{5} d c d$, for which $\mu(u)=$ 5. This is all we know about the lower bound of $\mu$. Note that the words from [17] and [68] contain linear letters, i.e., letters appearing only once.

Problem 2.6.5. Suppose that $u$ does not contain linear letters. Is it true that $\mu(u) \leq 3$ ?

One can also consider the following Abelian version of avoidability, which generalizes the notion of Abelian $k$-power free words from Section [2.6.1] Let $\phi$ be a substitution. We say that a word $W$ contains an Abelian image of a word $w$ under $\phi$ if it contains a word $w^{\prime}$ obtained from $w$ by replacing each letter $x$ by a permutation of the word $\phi(x)$. We say that $w$ is avoidable in the Abelian sense if there are infinitely many words in a finite alphabet that do not contain Abelian images of $w$. The following nice problem from [78] was solved (in the affirmative) for $n=1,2,3$ in Currie and Linek [79].

Problem 2.6.6. Let $w$ be a word in an alphabet with $n$ letters. Is it true that $w$ is avoidable in the Abelian sense if and only if the Zimin word $Z_{n}$ does not contain Abelian images of $w$ ?

## CHAPTER 3

## Semigroups

Semigroup presentations and identities provide "syntactic tools" to analyze the structure of semigroups. In this chapter, we start by presenting the "semantic tools", main building blocks of semigroups. We also present some results showing how a semigroup can be constructed from these building blocks.

Then we show how to use interaction between syntax and semantics to describe varieties of semigroups where nil-semigroups are locally finite and to describe finite inherently non-finitely based semigroups and inverse semigroups. One of the main tools used in the proofs here, uniformly recurrent words, come from symbolic dynamics. Another tool - Zimin words introduced in the previous chapter.

We give several examples of semigroups of intermediate growth, including a semigroup of matrices and a semigroup given by a Mealy automaton.

Finally we show that not only symbolic dynamics can help solve problems about semigroups, but also semigroups can help solve problems in symbolic dynamics: we present Trahtman's solution of the famous road coloring problem.

Theorems proved in this Chapter include.

- Theorem 3.1.17 of Hedlund and Morse giving examples of infinite finitely generated nil-semigroups.
- My Theorem 3.3.4 characterizing varieties of semigroups where all nilsemigroups are locally finite.
- Theorem [3.4.1 of T.C. Brown showing how to construct locally finite semigroups from locally finite blocks.
- Theorem 3.6 .16 by Rees and Sushkevich characterizing 0 -simple periodic semigroups.
- Theorem 3.6.24 by Shevrin characterizing periodic semigroups without divisors $A_{2}$ and $B_{2}$.
- My Theorem 3.6.34 characterizing finite inherently non-finitely based semigroups.
- Theorem 3.7.4 of Chebyshev about prime numbers.
- Theorem3.7.11 by Nathanson and Theorem3.7.14by Bartholdi, Reznykov and Sushchansky giving examples of semigroups of intermediate growth.
- My Theorem 3.8.5 about inherently non-finitely based finite inverse semigroups.
- Trahtman's road coloring Theorem 3.9.11,
- Theorem 3.9.18 of Adler, Goodwyn and Weiss about the AGW equivalence of subshifts of finite type.


### 3.1. Structure of semigroups

If a semigroup $S$ does not contain an identity element or a zero, then we can formally add such an element to $S$ and obtain a monoid or a semigroup with zero. These semigroups are denoted by $S^{1}$ and $S^{0}$ respectively. If $S$ contains an identity element (resp. a zero) then by definition $S^{1}=S\left(\right.$ resp. $\left.S^{0}=S\right)$. Note that the notation $B_{2}^{1}$ above agrees with this notation.

Exercise 3.1.1. Every semigroup has at most one identity element and at most one zero.

Recall that an element $e$ of a semigroup is called an idempotent if $e^{2}=e$. An identity element and a zero are of course idempotents. The set of idempotents of a semigroup $S$ is denoted by $E(S)$. There is a natural partial order on the set $E(S): e \leq f$ if and only if $e f=f e=e$.

Exercise 3.1.2. Prove that $\leq$ is indeed a partial order (i.e., it is reflexive, transitive and anti-symmetric).

A semigroup where every element is an idempotent, that is it satisfies the identity $x^{2}=x$, is called a band.

A commutative band is called a semilattice.
Exercise 3.1.3. Let $S$ be a set of subsets of a set $X$ closed under taking intersections. Define a multiplication on $S$ by $U \cdot V=U \cap V$.
(1) Show that $S$ is a semilattice.
(2) Show that every semilattice is isomorphic to a semilattice constructed this way.
(3) Deduce from (2) that every finitely generated semilattice is finite.

Hint: To prove (2) let $S$ be a semilattice. Consider a map $\phi$ from $S$ to the semilattice of all subsets of $S$ (with operation intersection) that takes $e$ to $e S$. Show that $\phi$ is an injective homomorphism.

A band satisfying the identity $x y=x$ (resp., $x y=y, x y x=x$ ) is called a left zero band (resp., right zero band, rectangular band).

Exercise 3.1.4. Let $I, J$ be two nonempty sets. Define a multiplication on $S=I \times J$ by $(i, j)\left(i^{\prime}, j^{\prime}\right)=\left(i, j^{\prime}\right)$.
(1) Show that $S$ is a rectangular band, which is a left (right) zero band if and only if $|J|=1$ (resp. $|I|=1$ ).
(2) Show that every rectangular band is isomorphic to a band constructed this way.
(3) Deduce from (2) that every finitely generated rectangular band is finite.

Hint: To prove (2), let $S$ be a rectangular band, $e \in S$. Let $I=S e, J=e S$. Show that $I, J$ are subsemigroups of $S, I$ is a left zero band, $J$ is a right zero band, and $S$ is isomorphic to the direct product $I \times J$. The isomorphism takes ( $x e, e y$ ) to xey.

Definition 3.1.5. A semigroup $S$ is called a band of semigroups $S_{\alpha}, \alpha \in A$, if $S$ is a disjoint union of $S_{\alpha}$, and the corresponding partition is a congruence.

The quotient semigroup of $S$ over this congruence is a band. If this band is commutative (rectangular), then $S$ is called a semilattice (resp., a rectangular band) of semigroups $S_{\alpha}$.

Let $S$ be any semigroup. Then we shall need four Green's relations on $S$ :

- $a \mathcal{L} b \Longleftrightarrow S^{1} a=S^{1} b$
- $a \mathcal{R} b \Longleftrightarrow a S^{1}=b S^{1}$
- $a \mathcal{J} b \Longleftrightarrow S^{1} a S^{1}=S^{1} b S^{1}$
- $a \mathcal{H} b \Longleftrightarrow a \mathcal{L} b$ and $a \mathcal{R} b$.

Exercise 3.1.6. Prove that each of Green's relations is an equivalence relation.

Exercise 3.1.7. Describe Green's relations on the semigroup $B_{2}^{1}$.
Exercise 3.1.8. Prove that all four relations, $\mathcal{L}, \mathcal{R}, \mathcal{J}$ and $\mathcal{H}$, on the free semigroup are trivial.

Exercise 3.1.9. Let $M_{n}(\mathbb{R})$ be the multiplicative semigroup of $n \times n$-matrices with real entries. Prove that two matrices in $M_{n}$ are $\mathcal{L}$-related if and only if they are row equivalent (that is one of them can be obtained from another one by a sequence of elementary row transformations); two matrices are $\mathcal{R}$-equivalent if and only if they are column-equivalent; two matrices are $\mathcal{J}$-equivalent if and only if they have the same rank.
3.1.1. Periodic semigroups. A semigroup $S$ is periodic if all its cyclic subsemigroups are finite, equivalently if for every element $x \in S$ there exist two positive integers $m$ and $n$ such that $x^{m}=x^{m+n}$.

Example 3.1.10. Every band is a periodic semigroup, every finite semigroup is periodic.

Exercise 3.1.11. Prove that if $e$ is a minimal idempotent (with respect to the order $\leq$, see Exercise 3.1.2) of a periodic semigroup $S$, then $e S e$ is a maximal subgroup of $S$ with $e$ as its identity element.
3.1.2. Periodic semigroups with exactly one idempotent. A nil-semigroup is a semigroup with a zero element such that a power of every element is equal to zero. Clearly every nil-semigroup is periodic and contains exactly one idempotent, the zero.

Recall that a semigroup is nilpotent of class $k$ if it has a zero and any product of $k$ elements is zero. A nilpotent semigroup of class 2 is called a semigroup with zero product.

Exercise 3.1.12. Deduce from Exercise 1.8 .7 that any finite cyclic semigroup contains exactly one idempotent. Prove that every periodic semigroup contains an idempotent.

Exercise 3.1.13. Show that a cyclic semigroup $\langle a\rangle$ is a group if and only if $a^{n}=a$ for some $n$. In this case $a^{n-1}$ is the identity element of this group.

The next lemma gives a description of periodic semigroups with exactly one idempotent.

Lemma 3.1.14. A periodic semigroup $S$ contains exactly one idempotent if and only if $S$ contains an ideal $G$, which is a subgroup, and the Rees quotient $S / G$ is a nil-semigroup.

Proof. If $S$ has an ideal $G$ that is a group, and $S / G$ is nil, then $S$ contains no idempotents outside $G$. There exists only one idempotent inside $G$, the identity element of $G$. Thus $S$ contains exactly one idempotent.

Now let $S$ be a periodic semigroup with exactly one idempotent $e$. Consider the set $S e S$. It is clear that $S e S$ is an ideal of $S$.

For every $p \in S$, the cyclic subsemigroup $\langle p e\rangle$ contains the idempotent $e$ by Exercise 3.1.12, so $(p e)^{n}=e$ for some $n$. Multiplying by $p e$ on the left, gives us $(p e)^{n+1}=p e$. So $\langle p e\rangle$ is a group by Exercise 3.1.13, A group cannot contain two different idempotents, so $e$ is the identity element for $\langle p e\rangle$. Therefore epe $=p e$ for every $p \in S$. Similarly eqe $=e q$ for every $q \in S$. Therefore epeqe $=p e q$ for every $p, q \in S$, so $e$ is the identity element in $S e S$. Since a power of any element from $S e S$ is $e$, we conclude that $S e S$ is a group.

In the quotient semigroup $S / S e S$ the class $S e S$ is a zero (Exercise 1.8.14). Since for every $x$ in $S$, the subsemigroup $\langle x\rangle$ contains $e$, a power of any element of $S / S e S$ is zero. Thus $S / S e S$ is a nil-semigroup.

Exercise 3.1.15. Let $S$ be a periodic semigroup. Let $E$ be the set of all idempotents of $S$. Prove that $S E S$ is an ideal of $S$ and $S / S E S$ is a nil-semigroup.

### 3.1.3. Finite nil-semigroups.

Lemma 3.1.16. Every finite nil-semigroup is nilpotent.
Proof. Let $S$ be a nil-semigroup of order $n$. Consider the free semigroup $S^{+}$with $S$ as a set of free generators and the natural homomorphism from $S^{+}$to $S$. We need to show that any word of sufficiently large length in $S^{+}$represents 0 in $S$. Consider any word of length $\geq n+1$ from $S^{+}$. By the pigeon-hole principle there exist two different prefixes $u$ and $u p$ of $w$ that represent the same element in $S$. Thus $u=u p$ in $S$. Multiplying this equality by $p$ on the right we get $u=u p=u p^{2}=\cdots=u p^{k}$ in $S$ for every $k \geq 1$. Since $S$ is a nil-semigroup, one of the words $p^{k}$ represents 0 in $S$. Therefore $u$ represents 0 in $S$, and since $u$ is a prefix of $w, w$ represents 0 in $S$ too. Therefore $S$ is nilpotent of class $n+1$.

It is easy to see that every finitely generated nilpotent semigroup is finite (prove it!). Thus by Lemma 3.1.16 a finitely generated nil-semigroup is finite if and only if it is nilpotent. The first example of an infinite finitely generated nil-semigroup was published by Morse and Hedlund [240], but the construction, which they used, is attributed to Dilworth.

Theorem 3.1.17. There exist
(a) a 2-generated infinite semigroup with 0 that satisfies the identity $x^{3}=0$; therefore it satisfies the identity $x^{3}=x^{4}$,
(b) a 3-generated infinite semigroup with 0 that satisfies the identity $x^{2}=0$; therefore it satisfies the identity $x^{2}=x^{3}$.

Proof. (The Dilworth construction) Let us take any set of (nonempty) words $W$ closed under taking (nonempty) subwords. Let $S(W)$ be the set $W$ with an additional symbol 0 . Define an operation on $S(W)$ by the following rule: $u * v=u v$ if $u v \in W$, and $u * v=0$ otherwise. The set $S(W)$ with this operation is a semigroup. It satisfies the identity $x^{2}=0\left(\right.$ resp. $\left.x^{3}=0\right)$ provided $W$ consists of square-free (cube-free) words. Indeed, since $x x$ (resp. $x x x$ ) is not a word from $W, x * x$ (resp. $x * x * x$ ) must be equal to 0 .

Using the Dilworth construction, it is easy to translate statements from the language of words into the language of semigroups. For example we can replace $x^{2}$ and $x^{3}$ by arbitrary words $u\left(x_{1}, \ldots, x_{n}\right)$, and ask the following question: When does $S(W)$ satisfy identically $u\left(x_{1}, \ldots, x_{n}\right)=0$ ? The answer is almost clear:

THEOREM 3.1.18. $S(W)$ satisfies the identity $u=0$ if and only if words from $W$ are u-free.

Exercise 3.1.19. Prove this theorem.
Translating the concept of avoidability from Chapter 2 into the language of semigroups we get

THEOREM 3.1.20. For every word $u$ the following conditions are equivalent: (1) $u$ is $k$-avoidable;
(2) There exists an infinite semigroup $S$ generated by $k$ elements, which identically satisfies $u=0$.

Proof. (1) $\rightarrow(2)$. If $u$ is $k$-avoidable, then the set $W$ of all words in a $k$-letter alphabet that avoid $u$ is infinite. It is clear that $W$ is closed under taking subwords. Consider $S(W)$. This semigroup is infinite, $k$-generated, and, by Theorem 3.1.18 satisfies the identity $u=0$.
$(2) \rightarrow(1)$ Let $S$ be an infinite $k$-generated semigroup that satisfies the identity $u=0$. Let $\left\{x_{1}, \ldots, x_{k}\right\}$ be the generators of $S$. Let $y_{1}, y_{2}, \ldots$ be all (infinitely many) non-zero elements of $S$. Since $S$ is generated by $x^{\prime}$ s, each $y_{i}$ is represented by a word in $x^{\prime}$ s (see Section 1.2.1). Take one such word $w_{i}$ for each $y_{i}$.

Each of these words is written in the $k$-letter alphabet of $x^{\prime}$ s. Suppose that one of these $w_{i}$ does not avoid $u$. This means that $w_{i}$ contains $\phi(u)$ for some substitution $\phi$. Therefore $w_{i} \equiv p \phi(u) q$ where $p, q$ are words in our $k$-letter alphabet.

For every word $v$ in this alphabet let $\bar{v}$ be the element of $S$ represented by this word. Then we have that $\bar{w}_{i}=y_{i}$. So we have

$$
y_{i}=\bar{p} \phi \overline{(u)} \bar{q}=\bar{p} u\left(\phi\left(\bar{x}_{1}\right), \ldots, \phi\left(\bar{x}_{k}\right)\right) \bar{q}
$$

But the middle term in the last product is 0 since $S$ satisfies $u=0$ identically. Therefore $y_{i}=0$, a contradiction (we took $y_{i}$ to be non-zero).

The proof of the following result is similar to Theorem 3.1.20,
Theorem 3.1.21. A set of words $W$ is $k$-avoidable if and only if there exists an infinite $k$-generated semigroup satisfying identities $w=0$ for all $w \in W$.

### 3.2. Free semigroups and varieties

3.2.1. Free Rees factor-semigroups. Let us take a set of words $W$, and an alphabet $A$, and consider the set $I(W)$ of all words from $A^{+}$that do not avoid some words from $W$ (i.e., $I(W)$ is the union of $I(\{w\})$ for all $w \in W)$. The set $I(W)$ is an ideal in $A^{+}$(prove it!).

Then we can consider the Rees factor semigroup $A^{+} / I(W)$ (see Exercise 1.8.13), which consists of the set of words $A^{+} \backslash I(W)$ (which is, of course, the set of all words that avoid $W$ ) and 0 with an obvious multiplication: $u \cdot v=u v$ if $u v \notin I(W)$ and 0 otherwise.

TheOrem 3.2.1. A Rees quotient semigroup $A^{+} / I$ is relatively free if and only if $I=I(W)$ for some set of words $W$.

Exercise 3.2.2. Prove Theorem3.2.1. Hint: For the "if" part use Theorem 1.4.25. For the "only if part", assume that $A^{+} / I$ is relatively free, then take $W=I$ and use Theorem 1.4.25 again.

Definition 3.2.3. The ideal $I(W)$ is called the verbal ideal defined by $W$.
3.2.2. A description of relatively free semigroups. Every semigroup is a quotient semigroup of a free semigroup $A^{+}$over some congruence $\sigma$. So we have to describe congruences, which give us relatively free semigroups.

THEOREM 3.2.4. A quotient semigroup $A^{+} / \sigma$ is relatively free if and only if $\sigma$ is stable under all endomorphisms of $A^{+}$.

ExErcise 3.2.5. Prove this theorem. Hint: Use Theorem 1.4.25,
We will call congruences with the property from Theorem 3.2.4 verbal congruences.

We shall not distinguish between pairs of words $(u, v)$ and identities. In particular if $W$ is a set of pairs of words, then we will say that an identity $u=v$ belongs to $W$ if $(u, v) \in W$.

Notice that if a pair $(u, v)$ is from a verbal congruence $\sigma$ then $u=v$ is always an identity of the relatively free semigroup $A^{+} / \sigma$. Conversely if $u=v$ is an identity of $A^{+} / \sigma$ then $(u, v) \in \sigma$. In particular, if $I$ is a verbal ideal of $A^{+}$and $v \in I$ then $A^{+} / I$ satisfies the identity $v=0$.

Now, given a set of identities $W=\left\{u_{i}=v_{i} \mid i \in S\right\}$ and an alphabet $A$ one can define a congruence $\sigma(W)$ as follows.

We say that a pair of words $(u, v)$ does not avoid a pair of words $(p, q)$ if $u \equiv s \phi(p) t, v \equiv s \phi(q) t$ for some substitution $\phi$ and some words $s$ and $t$.

Take the set $I(W)$ of all pairs that do not avoid $W$ and take the smallest equivalence relation containing $I(W)$.

THEOREM 3.2.6. A congruence $\sigma$ on $A^{+}$is verbal if and only if it is equal to $\sigma(W)$ for some set of identities $W$.

ExERCISE 3.2.7. Prove this theorem.

### 3.2.2.1. Examples of varieties of semigroups.

Exercise 3.2.8. Prove that the class of all semigroups with 0 satisfying identically $u=0$ ( $u$ is a fixed word) is a variety. It is defined by two identities $u z=u, z u=u$ where $z$ is a letter not in the content cont $(u)$. Prove that the verbal congruence on $A^{+}$, defined by these identities, coincides with the Rees ideal congruence corresponding to the ideal $I(\{u\})$.

Exercise 3.2.9. Prove that the class of all monoids satisfying identically $u=1$ ( $u$ is a fixed word) is a variety consisting of groups. This variety is defined (as a variety of semigroups) by two identities $u z=z, z u=z$ where $z$ is a letter not in $\operatorname{cont}(u)$. All groups of this variety satisfy the identity $x^{n}=1$ for some $n$ ( $n$ depends on $u$ ). What is the minimal $n$ with this property? Hint: If $S$ satisfies $u=1$ and $s \in S$, substitute $s$ for all letters from $u$ and deduce $s^{|u|}=1$, which implies that $S$ is a group satisfying the (group) identity $x^{|u|}=1$. P

Exercise 3.2.10. The class of all commutative semigroups is a variety given by the identity $x y=y x$. The verbal congruence on $A^{+}$corresponding to this identity consists of all pairs of words $(u, v)$ such that $v$ is a permutation of $u$.

Exercise 3.2.11. (a) Prove that the verbal congruence defined by $x y x=$ $x^{2} y$ consists of pairs of words $(u, v)$ such that $u$ and $v$ start with the same letter, every letter occurs the same number of times in $u$ and $v$, and for every two letters $x, y$, if the first occurence of $x$ precedes the first occurrence of $y$ in $u$, then the same is true in $v$. Hint: Let $x_{1}, x_{2}, \ldots, x_{k}$ be the letters occurring in $u$ listed in the order of their first occurrences in $u$, and $x_{i}$ occurs $k_{i}$ times in $u, i=1, \ldots, k$. Prove that then $\left(u, x_{1}^{l_{1}} \ldots x_{k}^{l_{k}}\right)$ belongs to the verbal congruence defined by $x y x=x^{2} y$. Then show that different words of the form $x_{1}^{l_{1}} \ldots x_{k}^{l_{k}}$ (all $x_{i}$ are distinct) are not in the same class of that verbal congruence.
(b) Describe the verbal congruence on $A^{+}$defined by the identity $x y x=y x^{2}$.
(c) Describe the verbal congruence on $A^{+}$defined by two identities $x^{2} y=x y$ and $x^{2} y^{2}=y^{2} x^{2}$.

### 3.3. The Burnside problem for varieties

Recall that we started with the problem of finding a finitely generated infinite periodic semigroup. We found such a semigroup that satisfies even the identity $x^{2}=0$. Then we described all words $u$ such that there exists a finitely generated infinite periodic semigroup satisfying the identity $u=0$. These are exactly the avoidable words. Then we described finite sets $W$ of words such that there exists a finitely generated infinite periodic semigroup satisfying all identities $u=0$ where $u \in W$.

Thus we have described all varieties given by finitely many identities of the form $u=0$, which contain infinite finitely generated periodic semigroups. Actually we found a syntactic characterization of these varieties.

Now it is natural to ask

Problem 3.3.1. What are all the varieties of semigroups that contain infinite periodic finitely generated semigroups?

Exercise 3.3.2. Prove that every commutative finitely generated periodic semigroup is finite.

In general, Problem 3.3.1 is extremely difficult. Indeed, since the class of all groups satisfying the identity $x^{n}=1$ is a variety of semigroups (see Ex. [3.2.9) this problem "contains" the problem of describing natural numbers $n$ such that every finitely generated group with the identity $x^{n}=1$ is finite. Already this problem seems "hopeless", and we still do not know if, say, 5 is such a number $n$ (see Section 5.2.3).

Nevertheless the following similar problem turned out to be decidable. Notice that all infinite periodic semigroups that we constructed above turned out to be nil-semigroups. Thus we can ask

Problem 3.3.3. What are all varieties of semigroups containing infinite $f_{i}$ nitely generated nil-semigroups?

It is clear that every nil-semigroup is periodic, but not every periodic semigroup is nil. For example, a nontrivial periodic group can not be nil (it does not have 0 ). Thus if we consider nil-semigroups instead of arbitrary periodic semigroups, we avoid "bad" groups. It turned out that as soon as we do that, the situation becomes much more comfortable, and we have the following result.

Theorem 3.3.4 (Sapir, [277]). Let $V$ be a variety given by a set of identities $\Sigma$ in at most $n$ letters. Then the following conditions are equivalent:
(1) $V$ does not contain an infinite finitely generated nil-semigroup.
(2) $V$ does not contain an infinite finitely generated semigroup satisfying the identity $x^{2}=0$.
(3) $V$ satisfies an identity $Z_{n+1}=W$ where $W$ is a word distinct from $Z_{n+1}$.
(4) There exists an identity $u=v$ from $\Sigma$ and a substitution $\phi$ such that $Z_{n+1}$ contains $\phi(u)$ or $\phi(v)$ and $\phi(u) \neq \phi(v)$.

Note that the implication (1) $\rightarrow(2)$ is trivial.
The equivalence $(3) \leftrightarrow(4)$ is also easy to establish. In fact $Z_{n+1}$ in these conditions could be replaced by an arbitrary word $Z$ and they would still be equivalent. Indeed, if (4) holds, then $Z=s \phi(u) t$ and $s \phi(v) t \neq s \phi(u) t$ for some substitution $\phi$, words $s, t$, and identity $u=v \in \Sigma$. Let $W=s \phi(v) t$. Then the pair $(Z, W)$ does not avoid $\Sigma$. Therefore $(Z, W) \in \sigma(\Sigma)$. Hence $\Sigma$ implies $Z=W$.

Conversely, if $\Sigma$ implies $Z=W$ for some $W$ distinct from $Z$ then the pair ( $Z, W$ ) belongs to the verbal congruence $\sigma(\Sigma)$, which is the smallest equivalence relation containing the set of pairs $I(\Sigma)$ that do not avoid $\Sigma$. Therefore there exists a chain of pairs

$$
\left(Z, W_{1}\right),\left(W_{1}, W_{2}\right), \ldots,\left(W_{k}, W\right)
$$

that do not avoid $\Sigma$ or identities dual to identities from $\Sigma(u=v$ is dual to $v=u)$. Since $Z$ differs from $W$, we may suppose that $W_{1}$ differs from $Z$. Therefore the pair ( $Z, W_{1}$ ) satisfies condition (4).

REMARK 3.3.5. Condition (4) is effective: one needs to check only finitely many substitutions $\phi$.

REMARK 3.3.6. Let $u=v \in \Sigma$ where $u$ is unavoidable but $v$ is avoidable. Then condition (4) holds. Indeed, since $u$ is unavoidable, $Z_{n}$ contains a value $\phi(u)$ of $u$ for some substitution $\phi$. That is $Z_{n}=s \phi(u) t$ for some words $s$ and $t$. Since $v$ is avoidable, $Z_{n}$ cannot contain values of $v$. In particular, $\phi(u) \neq \phi(v)$. Then the words $Z_{n}=s \phi(u) t$ and $W=s \phi(v) t$ are distinct. The pair $\left(Z_{n}, W\right)$ does not avoid $(u, v)$. Therefore the identity $Z_{n}=W$ follows from $u=v$. Hence $Z_{n+1}=W x_{n+1} Z_{n}$ follows from $\Sigma$. Therefore $\Sigma$ satisfies condition (4).

Remark 3.3.7. Suppose that for every $u=v \in \Sigma$ both $u$ and $v$ are avoidable. Then condition (4) does not hold. Indeed, if $\left(Z_{n+1}, W\right)$ does not avoid $(u, v)$ or ( $v, u$ ) then $Z_{n+1}$ does not avoid $u$ or $v$, and then $u$ or $v$ will be unavoidable.

Therefore the most complicated case is when $\Sigma$ contains identities $u=v$ with both $u$ and $v$ unavoidable and does not contain identities $u=v$ where one of the words $u$ or $v$ is avoidable and another one isn't. The following example shows that even if both sides of an identity $u=v$ are unavoidable, $u=v$ can imply no identity of the form $Z_{n+1}=W$.

Exercise 3.3.8. Prove that both sides of the Mal'cev identity

$$
a x b y b x a z b x a y a x b=b x a y a x b z a x b y b x a
$$

(which in the case of groups defines the class of all nilpotent groups of class 3 , see [217]) satisfies the following two conditions

- Both sides of this identity are unavoidable.
- This identity does not imply any identity $Z_{6}=W$ where $W$ differs from $Z_{6}$.

Hence by Theorem 3.3.4, there exists an infinite finitely generated semigroup satisfying the Mal'cev identity and $x^{2}=0$.

Thus in order to complete the proof of Theorem 3.3.4 it suffices to prove implications $(3) \rightarrow(1)$ and $(2) \rightarrow(4)$.

We will start with implication $(3) \rightarrow(1)$. This implication is a corollary of the following lemma.

Lemma 3.3.9. Any finitely generated nil-semigroup $S$ satisfying a nontrivial identity $Z_{n}=W$ is finite.

We will return to this lemma later, after we get familiar with the following application of subshifts to semigroups.
3.3.1. Subshifts and semigroups. Let $S=\langle A\rangle$ be a finitely generated semigroup. Then as we mentioned in Section 1.2.1, every element of $S$ is represented by a word in the alphabet $A$. For every element $s$ in $S$ take all shortest possible words representing $s$. These words are called geodesic words: they label geodesic paths on the Cayley graph of the semigroup, i.e., the shortest paths connecting given two points. Let $W$ be the set of all geodesic words representing
elements of $S$. Notice that $W$ is closed under taking subwords (a subword of a geodesic word is a geodesic word itself).

Suppose $S$ is infinite. Then $W$ is infinite also. Now, in every word of $W$, mark a letter that is closest to the middle of this word. There must be an infinite subset $W_{1} \subseteq W$ of words that have the same marked letters, an infinite subset $W_{2} \subseteq W_{1}$ of words that have the same subwords of length 3 containing the marked letters in the middle, ..., an infinite subset $W_{n} \subseteq W_{n-1}$ of words that have the same subwords of length $2 n-1$ containing the marked words in the middle, and so on. Therefore there is an infinite in both directions word $\alpha$ of marked letters from $A$ such that every subword of $\alpha$ is a subword of a word from $W$. Thus every subword of $\alpha$ is a geodesic word. Bi-infinite words with this property will be called bi-infinite geodesic words. The set $D(S)$ of all bi-infinite geodesic words of $S$ is a subshift (prove it!).

REMARK 3.3.10. An arguments as above is usually called a compactness argument. It allows finding an infinite object with certain property given an infinitely many finite objects with that property.

Notice that if the semigroup $S$ is finite, $W$ is also finite and $D(S)$ is empty. Thus $D(S)$ is not empty if and only if $S$ is infinite.

It is interesting that an arbitrary subshift is $D(S)$ for some $S$. Indeed, let $D \subseteq A^{\mathbb{Z}}$ be a subshift. Let (as in Section 1.6.2) $L(D)$ be the set of all words over $A$, which are not subwords of some words from $D$. Then $L(D)$ is an ideal in $A^{+}$and the Rees factor-semigroup $S=A^{+} / L(D)$ will be denoted by $S(D)$.

ExERCISE 3.3.11. Prove that for every symbolic dynamical system $D$ we have

$$
D(S(D))=D
$$

In order to translate properties of subshifts into properties of semigroups we shall need the following.

Lemma 3.3.12 (Furstenberg, [107]). A bi-infinite word $\alpha$ of a subshift $D$ is uniformly recurrent if and only if for every subword $u$ of $\alpha$ there exists a number $N(u)$ such that every subword of $\alpha$ of length $N(u)$ contains $u$ as a subword.

Exercise 3.3.13. Prove this lemma.
Let $\alpha$ be a bi-infinite word from $A^{\mathbb{Z}}$. Let $D(\alpha)$ be the closure of the set of all shifts of $\alpha$

$$
\ldots, T^{-2}(\alpha), T^{-1}(\alpha), \alpha, T^{1}(\alpha), T^{2}(\alpha), \ldots
$$

of $\alpha$. This is a closed set and since $T$ and $T^{-1}$ are continuous maps, $D(\alpha)$ is stable under the shift and its inverse. Thus $D(\alpha)$ is a subshift. This is the minimal subshift containing $\alpha$, thus we will call $D(\alpha)$ the subshift generated by $\alpha$.

Lemma 3.3.14. If $\beta \in D(\alpha)$ then every subword of $\beta$ is a subword of $\alpha$.
Exercise 3.3.15. Prove this lemma.

Lemma 3.3.16. Let $\alpha$ be a bi-infinite word in a finite alphabet $X$. Then there exist a letter $x \in X$ and an integer $k$ such that for any $n \alpha$ has $n$ consecutive occurrences of the letter $x$ in $\alpha$ at positions $i_{1}<i_{2}<\ldots<i_{n}$ (depending on $n$ ) where $i_{j+1}-i_{j} \leq k, j=1, \ldots, n-1$.

Proof. Indeed, consider the subshift generated by $\alpha$. By Theorem 1.6.2 this subshift contains a uniformly recurrent bi-infinite word $\beta$. Every (finite) subword of $\beta$ is a subword of $\alpha$ by Lemma 3.3.14. It remains to note that by Lemma 3.3.12 there exists $k$ such that for every letter $x$ occurring in $\beta$, every subword of length $k$ of $\beta$ contains $x$.
3.3.2. An application of subshifts to semigroups. Theorem 1.6 .2 and Lemma 3.3.12 imply

Lemma 3.3.17. For every infinite finitely generated semigroup $S=\langle A\rangle$ there exists an infinite uniformly recurrent geodesic bi-infinite word.

Now let us return to the proof of Lemma 3.3.9: if a finitely generated nilsemigroup $S$ satisfies a nontrivial identity of the form $Z_{n}=W$ then it is finite. The following Lemma gives us a connection between uniformly recurrent biinfinite words and Zimin words $Z_{n}$.

Lemma 3.3.18. Let $\beta$ be a uniformly recurrent bi-infinite word, $U_{1} a U_{2}$ be an occurrence of letter a in $\beta$ where $U_{1}$ is a word infinite to the left, $U_{2}$ is a word infinite to the right. Then for every natural number $n$ there exists a substitution $\phi_{n}$ such that $U_{3} \phi_{n}\left(Z_{n}\right) \equiv U_{1}$ a for some word $U_{3}$ infinite to the left, $\phi_{n}\left(x_{1}\right)=a$, and $\left|\phi_{n}\left(Z_{n}\right)\right| \leq A(n, \beta)$ where the number $A(n, \beta)$ depends only on $\beta$ and $n$.

Proof. Since $\beta$ is uniformly recurrent, there exists a number $N=N(a)$ such that every subword of $\beta$ of length $N$ contains $a$. Therefore one can find another $a$ at most $N+1$ letters to the left of our occurrence of $a$. Then we can set $\phi\left(x_{1}\right)=a$, and $\phi\left(x_{2}\right)$ equal to the word between our two occurrences of as. So we get a substitution of $Z_{2}$ that satisfies the required condition. Since $\beta$ is uniformly recurrent, there exists a number $N_{1}=N\left(\phi\left(Z_{2}\right)\right)$ such that every subword of $\beta$ of length $N_{1}$ contains $\phi\left(Z_{2}\right)$. So we can find another occurrence of $\phi\left(Z_{2}\right)$ to the left of the first occurrence, such that the distance between these two occurrences does not exceed $N_{1}+1$. Then we can define $\phi\left(x_{3}\right)$ to be equal to the word between these two occurrences of $\phi\left(Z_{2}\right)$. This gives us a substitution of $Z_{3}$ that satisfies the required condition. Now the proof is easy to complete by induction on $n$.

Suppose now that the finitely generated semigroup $S=\langle A\rangle$ is infinite. Then by Lemma 3.3.17 there exists a uniformly recurrent geodesic word in $D(S)$. Consider one of these uniformly recurrent geodesic words $\alpha$.

Our goal is to get a contradiction with the following obvious fact.
Lemma 3.3.19. None of the subwords of $\alpha$ is equal to 0 in $S$.
If a word differs from $Z_{n}$ only by the names of its letters, then we will denote it by $Z_{n}^{\prime}$. In particular, words $x y x, x z x$, and $Z_{2}$ are denoted by $Z_{2}^{\prime}$.

Recall that $S$ satisfies the identity $Z_{n}=W$. First of all let us look at the word $W$.

Lemma 3.3.20. $W$ contains only letters $x_{1}, \ldots, x_{n}$.
Proof. Indeed, suppose $W$ contains an extra letter $y$. By Lemma 3.3.18 there exists a substitution $\phi$ such that $\phi\left(Z_{n}\right)$ is a subword of $\alpha$. Since every letter of $A$ is an element of $S$ we can consider $\phi$ as a map into $S$. Let $\phi(y)=0$. Then $\phi(W)=0$ in $S$. Since $S$ satisfies the identity $Z_{n}=W$, we have that $\phi\left(Z_{n}\right)=0$ in $S$. Hence $\alpha$ has a subword that is equal to 0 in $S-$ a contradiction with Lemma 3.3.19.

Exercise 3.3.21. Prove that $W$ has one of the following 4 properties (see (2.5.2) ).
(1) $\quad W=\left[W_{1}, x_{1}\right]_{1}^{1}$ where $W_{1}=W_{x_{1}}$.
(2) $\quad W$ contains $x_{1}^{2}$.
(3) $\quad W$ contains a subword $x_{i} x_{j}$ for some $i, j>1$.
(4) $\quad W$ starts or ends not with $x_{1}$.

Hint:Less formally, the exercise says that every word $W$ in $x_{1}, \ldots, x_{n}$ either has the form $x_{1} * x_{1} * \ldots * x_{1}$ where $*$ is any letter $\neq x_{1}$ or contains $x_{1}^{2}$ or contains a 2-letter subword without $x_{1}$ or does not start or end with $x_{1}$.

If $u, v, p, q$ are words, then we will write

$$
u=v(\bmod p=q)
$$

if $(u, v)$ belongs to $\sigma(p, q)$ (where that $\sigma(p, q)$ is the smallest equivalence relation containing the set of pairs that do not avoid $(p, q))$. Recall that in this case the identity $u=v$ follows from the identity $p=q$, so that if $S$ satisfies $p=q$, then $S$ satisfies $u=v$.

Notice that $Z_{n+1}=Z_{n} x_{n+1} W, Z_{n+1}=W x_{n+1} Z_{n}\left(\bmod Z_{n}=W\right)$. Now if $W$ satisfies condition (4), then $Z_{n} x_{n+1} W$ or $W x_{n+1} Z_{n}$ satisfies condition (3). Thus we can assume that $W$ satisfies one of the three conditions (1), (2), (3) of Exercise 3.3 .21 .

Suppose that $W$ satisfies condition (2) or (3) of Exercise 3.3.21, Then the following statement holds.

Lemma 3.3.22. Let $\beta$ be an arbitrary uniformly recurrent bi-infinite word, a be a letter in $\beta$. Then $\beta$ contains a subword $u$ such that

$$
u=p a^{2} q \quad\left(\bmod \quad Z_{n}=W\right)
$$

for some words $p$ and $q$.
Proof. If $W$ satisfies condition (2) of Exercise 3.3.21, the statement is a direct consequence of Lemma 3.3.18

Suppose $W$ satisfies condition (3). Since $\beta$ is uniformly recurrent, it can be represented in the form $\ldots p_{-2} a p_{-1} a p_{0} a p_{1} a p_{2} \ldots$ where lengths of the words $p_{i}$ are smaller than $N(a)$. Let us introduce a new alphabet $B=\left\{a, p_{i} \mid i \in \mathbb{Z}\right\}$ : we denote words $p_{i}$ by letters, different words by different letters, equal words by equal letters. Since $A$ is a finite alphabet and there are only finitely many words
over $A$ of any given length, $B$ is also a finite alphabet. Let $\beta_{1}$ be the bi-infinite word that we get from $\beta$ by replacing subwords $p_{i}$ by the corresponding symbols. This bi-infinite word, $\beta_{1}$ may not be uniformly recurrent. But let us consider the subshift $D\left(\beta_{1}\right)$ generated by $\beta_{1}$. By Theorem 1.6 .2 this subshift contains a uniformly recurrent bi-infinite word $\beta_{2}$. By Lemma 3.3.14 every subword of $\beta_{2}$ is a subword of $\beta_{1}$. Therefore $\beta_{2}$ has the form $\ldots p_{i_{1}} a p_{i_{2}} a p_{i_{3}} a \ldots$. Let $p_{1}$ be a letter from $B$ occurring in $\beta_{2}$. By Lemma 3.3.18 there exists a substitution $\phi$ of the word $Z_{n}$ such that $\phi\left(Z_{n}\right)$ is a subword of $\beta_{2}$ and $\phi\left(x_{1}\right)=p_{1}$. Then $\phi\left(x_{i}\right)$, $i=2,3, \ldots, n$, must start and end with $a$. Since $W$ contains a subword $x_{i} x_{j}$ for $i, j>1$, we have that $\phi(W)$ contains $a^{2}$. The word $\phi\left(Z_{n}\right)$ is a subword of $\beta_{1}$. Let $\psi$ be the substitution that takes $a$ to $a$ and the symbols $p_{i}$ back to the words denoted by these symbols. Then $\psi\left(\phi\left(Z_{n}\right)\right)$ is a subword of $\beta$ and $\psi(\phi(W))$ contains $a^{2}$. The lemma is proved.

Lemma 3.3.23. Assume that $W$ satisfy condition (2) or (3) of Exercise 3.3.21. Then for every uniformly recurrent bi-infinite word $\beta$, every natural number $k$ and every letter a occurring in $\beta$ there exists a subword $u$ of $\beta$ such that

$$
u=s a^{k} t\left(\bmod Z_{n}=W\right)
$$

for some words $s$ and $t$.
Exercise 3.3.24. Prove this lemma. Hint: Use Lemma 3.3 .22 as the base of induction $(k=2)$. To demonstrate the step of induction, let us show how to get from $k=2$ to $k=3$ (and in fact to $k=4$ ). Replace every occurrence of the subword $u$ (from Lemma 3.3.22) in $\beta$ by $s a^{\prime} t$ (letter $a^{\prime}$ replaces $a^{2}$ ) and obtain a new bi-infinite word $\beta^{\prime}$. Use Theorem 1.6 .2 to find another uniformly recurrent word $\beta_{1}$ all of whose subwords are subwords of $\beta^{\prime}$. Then use Lemma 3.3.22 again for the uniformly recurrent word $\beta_{1}$ and letter $a^{\prime}$ (you need to observe that $a^{\prime}$ does occur in $\beta_{1}$ otherwise Lemma 3.3 .22 does not apply). Afterward, replacing $a^{\prime}$ back by $a^{2}$, obtain the statement of Lemma 3.3.23 for $k=4$.

Now we can finish the proof of Lemma 3.3.9 in the case when $W$ satisfies one of the conditions (2) or (3) of Exercise 3.3.21. Indeed, let us apply Lemma 3.3 .23 to $\alpha$. Let $a$ be a letter occurring in $\alpha$. Since $S$ is a nil-semigroup, $a^{n}=0$ in $S$ for some $n$. By Lemma 3.3.23 there exists a subword $u$ in $\alpha$ such that

$$
u=s a^{n} t\left(\bmod Z_{n}=W\right) .
$$

Since $S$ satisfies $Z_{n}=W$ we conclude that the word $u$ is equal to $s a^{n} t$ in $S$. But $s a^{n} t=0$ in $S$. This contradicts Lemma 3.3.19,

It remains to consider the case when $W$ satisfies condition (1) of Exercise 3.3 .21 .

Lemma 3.3.25. If $u=v(\bmod p=q)$ then $[u, a]_{1}^{1}=[v, a]_{1}^{1}\left(\bmod [p, a]_{1}^{1}=\right.$ $\left.[q, a]_{1}^{1}\right)$.

Exercise 3.3.26. Prove this lemma.
Lemma 3.3.27. Let $W$ be an arbitrary word distinct from $Z_{n}$. Then for every uniformly recurrent bi-infinite word $\beta$ there exists a subword $p \leq \beta$ such that for
every natural number $m$ there exists a subword $u$ in $\beta$ such that

$$
u=s p^{m} t\left(\bmod Z_{n}=W\right)
$$

for some words $s, t$.
Proof. Induction on $n$. By Lemma 3.3.23 the statement is true in the case when $W$ satisfies condition (2) or (3) of Exercise 3.3.21.

Suppose we have proved our lemma for $n-1$ (and arbitrary $W$ ) and that $W$ satisfies the condition (1), that is $W=\left[W_{1}, x_{1}\right]_{1}^{1}$. We have $Z_{n}=\left[Z_{n-1}^{\prime}, x_{1}\right]_{1}^{1}$. Thus the identity $Z_{n-1}^{\prime}=W_{1}$ is nontrivial. So we can suppose that the statement of our lemma holds for this identity. As in the proof of Lemma 3.3.22, let us represent $\beta$ in the form $\ldots p_{1} a p_{2} a p_{3} \ldots$, and replace each subword $p_{i}$ by the corresponding symbol (different subwords are replaced by different symbols, equal subwords - by equal symbols). We get another bi-infinite word $\beta_{1}$. Let $\beta_{2}$ be the bi-infinite word obtained from $\beta_{1}$ by deleting $a$. Let $\beta_{3}$ be a uniformly recurrent bi-infinite word in $D\left(\beta_{2}\right)$. By the induction hypothesis there exists a subword $p^{\prime}$ in $\beta_{3}$ such that for every $m$ there exists a subword $u$ in $\beta_{3}$ such that $u=s p^{m} t\left(\bmod Z_{n-1}^{\prime}=W_{1}\right)$. Then by Lemma 3.3.25] we have that $[u, a]_{1}^{1}=[s, a]_{1}^{0}\left(\left[p^{\prime}, a\right]_{1}^{0}\right)^{m}[t, a]_{1}^{1}\left(\bmod Z_{n}=W\right)$. The word $u$ is a subword of $\beta_{3}$. By Lemma 3.3.14 it is a subword of $\beta_{2}$. Then $[u, a]_{1}^{1}$ is a subword of $\beta_{1}$. Let $\psi$ be the "return" substitution that takes $a$ to $a$ and every symbol $p_{i}$ to the word that is denoted by this symbol. Then we have that

$$
\psi\left([u, a]_{1}^{1}\right)=s_{1}\left(\psi\left(\left[p^{\prime}, a\right]_{1}^{0}\right)\right)^{m} t_{1}\left(\bmod Z_{n}=W\right)
$$

for some words $s_{1}$ and $t_{1}$. The word $\psi\left([u, a]_{1}^{1}\right)$ is a subword of $\beta$, and so $\psi\left(\left[p^{\prime}, a\right]_{1}^{0}\right)$ is the desired word $p$.

Exercise 3.3.28. Complete the proof of Lemma 3.3.9,
3.3.3. The completion of the proof of Theorem 3.3.4. Lemma 3.3.9 gives us the implication (3) $\rightarrow$ (1). It remains to prove the implication (2) $\rightarrow$ (4).

Suppose that condition (4) of Theorem [3.3.4 does not hold. We have to prove that then there exists a finitely generated infinite semigroup $S$ satisfying all identities of $\Sigma$ and the identity $x^{2}=0$.

Definition 3.3.29. A word $w$ is called an isoterm for an identity $u=v$ if for every substitution $\phi$ such that $\phi(u) \leq w$ (i.e., $\phi(u)$ is a subword in $w$ ) we have $\phi(v) \equiv \phi(u)$.

Remark 3.3.30. A word $w$ may be an isoterm for $u=v$ but not for $v=u$. For example, $x y x$ is an isoterm for $x^{2}=x$ but not for $x=x^{2}$.

Remark 3.3.31. Condition (4) of Theorem 3.3.4 may be rewritten in the form:
(4) $\quad Z_{n+1}$ is not an isoterm for $u=v$ or $v=u$ for some identity $u=v$ in $\Sigma$.

Since we assume that condition (4') does not hold, $Z_{n+1}$ is an isoterm for $u=v$ and $v=u$ for every $u=v \in \Sigma$.

In order to construct an infinite finitely generated semigroup satisfying $\Sigma$ and $x^{2}=0$, we will employ the Dilworth construction again.

The following lemma is an analog of Theorem 3.1.18,

Lemma 3.3.32. Let $W$ be a set of words closed under taking subwords. The semigroup $S(W)$ satisfies an identity $u=v$ if and only if every word of $W$ is an isoterm for $u=v$ and $v=u$.

Exercise 3.3.33. Prove this lemma.
Thus, in order to find a finitely generated semigroup that satisfies $\Sigma$ and $x^{2}=0$ it is enough to construct an infinite set $W$ of square-free words over a finite alphabet, which are isoterms for $u=v$ and $v=u$ for every $u=v \in \Sigma$.

One can see that, again, we have translated a semantic question about semigroups into a syntactic question about words.

Let $\gamma=\gamma_{r}, r>6 n+1$, be the substitution defined in Section [2.5.3.4. We will complete the proof of implication $(2) \rightarrow(4)$ if we prove the following result.

Lemma 3.3.34. Let $u=v$ be an identity in $n$ variables such that $Z_{n+1}$ is an isoterm for $u=v$ and $v=u$. Then all words $\gamma^{m}\left(a_{11}\right), m \geq 1$ are isoterms for $u=v$ and $v=u$ whenever $r>6 n$.

First of all we shall study, using fusions a free deletions, identities $u=v$ such that $Z_{m}$ is an isoterm for $u=v$ and $v=u$. Instead of the infinite set of words $Z_{m}, m \geq 1$ we will consider one infinite word

$$
Z_{\infty}=\left[\ldots\left[x_{1}, x_{2}\right]_{1}^{1}, x_{3}\right]_{1}^{1} \ldots
$$

which is a "limit" of $Z_{n}^{\prime}$. Any word that differs from $Z_{\infty}$ only by the names of letters, also will be denoted by $Z_{\infty}$.

Exercise 3.3.35. Show that if $Z_{m}$ is not an isoterm for $u=v$ then $Z_{m+1}$ is not an isoterm for $u=v$.

Lemma 3.3.36. Let $|\operatorname{cont}(u)|=n$. Suppose that a pair of sets of letters $B, C$ is a fusion in $u$ but not a fusion in $v$. Let $A \subseteq B \backslash C$ and suppose that $u_{A}$ is unavoidable. Then $Z_{\infty}$ is not an isoterm for $u=v$.

Proof. By Theorem 2.5.14, there exists a substitution $\phi$ such that $\phi\left(u_{A}\right) \leq$ $Z_{\infty}$. Consider the substitution $\phi^{*}$. We have that $\phi^{*}(u)<Z_{\infty}$. Since $B, C$ do not form a fusion in $v$, there exists a subword $x y \leq v$ such that either $x \notin B$, $y \in C$ or else $x \in B, y \notin C$. Suppose $x \notin B, y \in C$. Then $\phi^{*}(x)$ does not end with $a$, and $\phi^{*}(y)$ does not start with $a$ (see the definition (2.5.3)). Therefore $\phi^{*}(v)$ contains a subword $z t$ where $z \neq a \neq t$. It follows that $\phi^{*}(u) \neq \phi^{*}(v)$ since $\phi^{*}(u)<Z_{\infty}$. Suppose $x \in B, y \notin C$. Then $\phi^{*}(x)$ ends and $\phi^{*}(y)$ starts with $a$, so that $a^{2} \leq \phi^{*}(v)$ and again $\phi^{*}(u) \neq \phi^{*}(v)$. Thus $\phi^{*}(u)<Z_{\infty}$ and $\phi^{*}(u) \neq \phi^{*}(v)$, that is $Z_{\infty}$ is not an isoterm for $u=v$.

Lemma 3.3.37. Let $A$ be a free set in $u$ such that $Z_{m}$ is not an isoterm for $u_{A}=v_{A}$. Then $Z_{m+1}$ is not an isoterm for $u=v$.

Proof. Let $\phi$ be a substitution such that $\phi\left(u_{A}\right) \leq Z_{m}$ and $\phi\left(u_{A}\right) \not \equiv \phi\left(v_{A}\right)$. Then we can define $\phi^{*}$ as in (2.5.3). By Lemma 2.5.12, $\phi^{*}(u)$ is a subword of $Z_{m+1}^{\prime}$ and $\phi^{*}(u) \not \equiv \phi^{*}(v)$.

Lemma 3.3.38. Let $u=v$ be an identity of $n$ variables such that $Z_{n+1}$ is an isoterm for $u=v$. Then $Z_{\infty}$ is an isoterm for $u=v$.

Proof. Let $u=v$ be a counterexample to our statement and let the length $|u v|$ be minimal possible. Every subword of $Z_{\infty}$ is contained in some $Z_{m}^{\prime}$. Therefore, since $Z_{\infty}$ is not an isoterm for $u=v$, there exists a minimal number $m$ such that $Z_{m}$ is not an isoterm for $u=v$. If $m \leq n+1$ then we can apply Exercise 3.3.35. Thus we can assume that $m>n+1$.

There exists a substitution $\phi$ such that $\phi(u) \leq Z_{m}$ and $\phi(u) \not \equiv \phi(v)$. Then $u$ is an unavoidable word and by Theorem 2.5 .14 there exists a substitution $\psi$ such that $\psi(u) \leq Z_{n}$. Since $m>n+1$, we have that $\psi(u) \equiv \psi(v)$ for every such substitution $\psi$. Therefore $\operatorname{cont}(v) \subseteq \operatorname{cont}(u)$ (indeed if a letter $x$ is in cont $(v)$ but not in cont $(u)$, we can choose a long enough word for $\psi(x)$ so that $\psi(u) \not \equiv \psi(v))$.

Let us prove that $\phi(u)_{x_{1}} \equiv \phi(v)_{x_{1}}$. Suppose, by contradiction, that $u^{\prime} \equiv$ $\phi(u)_{x_{1}} \not \equiv \phi(v)_{x_{1}} \equiv v^{\prime}$. Notice that $u^{\prime} \leq Z_{m-1}^{\prime}$. Let $A=\left\{x \in \operatorname{cont}(u) \mid \phi(x)=x_{1}\right\}$.

If $A$ is empty, then $u^{\prime}$ is a value of $u$ under some substitution $\phi^{\prime}=\phi_{x_{1}}$, and $v^{\prime} \equiv \phi^{\prime}(v)$ (see Exercise 2.5.22). Then $\phi^{\prime}(u) \leq Z_{m-1}$ and $\phi^{\prime}(u) \not \equiv \phi^{\prime}(v)$ - a contradiction with the minimality of $m$.

Thus $A$ is not empty. By Lemma 2.5.23 $A$ is a free set in $u$. The word $u^{\prime}$ is a value of the word $u_{A}$ under the substitution $\phi^{\prime}=\phi_{x_{1}}$, and $v^{\prime} \equiv \phi^{\prime}\left(v_{A}\right)$. Therefore $Z_{m-1}$ is not an isoterm for the identity $u_{A}=v_{A}$. Since $\left|u_{A} v_{A}\right|<|u v|$, we can conclude that $Z_{n}$ is not an isoterm for $u_{A}=v_{A}$. By Lemma 3.3.37 we conclude that $Z_{n+1}$ is not an isoterm for $u=v$, a contradiction.

Thus, indeed, $\phi(u)_{x_{1}} \equiv \phi(v)_{x_{1}}$. Therefore either one of the words $\phi(u)$ and $\phi(v)$ starts (ends) with $x_{1}$ and another one does not, or $\phi(v)$ contains a subword $x_{p} x_{q}$ for $p, q \neq 1$, or $\phi(v)$ contains $x_{1}^{2}$ (see Exercise 3.3.21). It is clear that these 2-letter subwords cannot occur in $\phi(x)$ for any letter $x$, otherwise $\phi(u)$ would contain such subwords also, which is impossible since $\phi(u) \leq Z_{m}^{\prime}$. Therefore these subwords overlap with $\phi(x)$ and $\phi(y)$ for some letters $x, y$.

Let us define a substitution $\psi^{\phi}$ as follows. For every $x \in \operatorname{cont}(u)$ we have $\phi(x) \equiv\left[\phi(x)_{x_{1}}, x_{1}\right]_{\epsilon_{x}}^{\delta_{x}}$. Then let $\psi^{\phi}(x) \equiv[\psi(x), a]_{\epsilon_{x}}^{\delta_{x}}$.

Now it is easy to see that if $\phi(x)$ starts (ends) with $x_{1}$ then $\psi^{\phi}(u)$ starts (ends) with $a$, and the same holds for $v$. Therefore if $\phi(u)$ (resp. $\phi(v)$ ) starts or ends with $x_{1}$, but $\phi(v)$ (resp. $\phi(u)$ ) does not then $\psi^{\phi}(u)$ (resp. $\psi^{\phi}(v)$ ) starts or ends with $a$, but $\psi^{\phi}(v)$ (resp. $\psi^{\phi}(u)$ ) does not, so that $\psi^{\phi}(u) \not \equiv \psi^{\phi}(v)$.

Also it is easy to see that $\psi^{\phi}(u)$ cannot contain $a^{2}$ and $x_{i} x_{j}$ for $i, j>1$. Therefore (again by Exercise 3.3.21)

$$
\psi^{\phi}(u) \equiv\left[\psi^{\phi}(u)_{a}, a\right]_{\epsilon}^{\delta} \equiv[\psi(u), a]_{\epsilon}^{\delta}
$$

for some $\epsilon, \delta$, so $\psi^{\phi}(u) \leq Z_{n+1}$.
On the other hand, if $v$ contains a 2-letter subword $x y$ such that $\phi(x) \phi(y)$ contains $x_{1}^{2}$ or $x_{i} x_{j}$ for $i, j>1$, and this word overlaps with $\phi(x)$ and $\phi(y)$, then we can conclude that $\psi^{\phi}(v)>\psi^{\phi}(x y)$ and so $\psi^{\phi}(v)$ contains either $a^{2}$ or a word $x_{i} x_{j}, i, j>1$

In all cases $\psi^{\phi}(u) \leq Z_{n+1}$ and $\psi^{\phi}(u) \not \equiv \psi^{\phi}(v)$, which contradicts the minimality of $m$.

Recall that in the proof of Theorem [2.5.19, the crucial role was played by the quasi-integral words (see (2.5.4)). Now we need a more detailed analysis of such words.

Lemma 3.3.39. Let

$$
u \equiv P_{0} Q_{1} y_{1} P_{1} Q_{2} y_{2} P_{2} \ldots Q_{k} y_{k} P_{k} Q_{k+1}
$$

be a quasi-integral word, $v \equiv S_{1} y_{1} S_{2} \ldots y_{k} S_{k+1}$ where $S_{i}$ are words in the alphabet $\mathcal{A}$. Let $T \equiv y_{1} y_{2} \ldots y_{k}$ be an unavoidable word and $u \not \equiv v$. Then $Z_{\infty}$ is not an isoterm for $u=v$.

Proof. By contradiction, suppose that $Z_{\infty}$ is an isoterm for $u=v$.
Step 1. We can assume that $u$ and $v$ start and end with a letter from $Y=\left\{y_{1}, \ldots, y_{k}\right\}$. Otherwise we can multiply this identity by a new letter from the left and by another new letter from the right, and then include these letters in $L$. All conditions of the lemma will be preserved. Thus we can assume that $P_{0} Q_{1}, S_{1}, P_{k} Q_{k+1}, S_{k+1}$ are empty words.

Step 2. Since $u \neq v$, there exists a number $\ell$ such that $S_{\ell} \not \equiv P_{\ell} Q_{\ell+1}$.
Step 3. Let, as before, $\sigma_{i}$ be the deletion of letters from $\mathcal{A}_{i}$. We also denote the deletion of the letter $a_{i j}$ by $\sigma_{i j}$ and the deletion of all letters from $\mathcal{A}_{j}$ except $a_{i j}$ by $\sigma_{i j}^{\prime}$.

We know (Exercise 2.5.21) that the sequence $\sigma_{2}, \sigma_{3}, \ldots, \sigma_{r}, \sigma_{1}$ is a sequence of free deletions in any quasi-integral word. As a result of these deletions we will get the word $T$ that is unavoidable. By Theorem 2.5.14 of Bean-EhrenfeuchtMcNulty and Zimin we get that $u$ is also unavoidable. Similarly every word that we can get from $u$ by a sequence of deletions $\sigma_{i_{1}}, \ldots, \sigma_{i_{s}}$ for $s \leq r$ is unavoidable.

Step 4. Take an arbitrary $j, 1 \leq j \leq r$. Let $u_{1}=\sigma_{2} \sigma_{3} \ldots \sigma_{r}(u)$. In $u_{1}$, the deletion $\sigma_{j 1}^{\prime}$ is a free deletion because a subset of a free set is free. Sets $B_{1}=\left\{a_{j 1}\right\}$ and $C_{1}=\left\{y_{t} \mid Q_{t}\right.$ contains $\left.a_{j 1}\right\}$ form a fusion in $\sigma_{j 1}^{\prime}\left(u_{1}\right)$ Therefore $\sigma_{j 1}$ is a free deletion in $\sigma_{j 1}^{\prime}\left(u_{1}\right)$. If $B_{1}, C_{1}$ do not form a fusion in $\sigma_{j 1}^{\prime}\left(v_{1}\right)$, then by Lemma 3.3.36 $Z_{\infty}$ is not an isoterm for $u_{1}=v_{1}$, and by Lemma 3.3.37 $Z_{\infty}$ is not an isoterm for $u=v$, a contradiction.

Thus $B_{1}$ and $C_{1}$ form a fusion in $\sigma_{j 1}^{\prime}\left(v_{1}\right)$. This implies that $S_{\ell}$ contains $a_{j 1}$ if and only if $Q_{\ell+1}$ contains this letter, and that this letter appears in $S_{\ell}$ only once.

Step 5. Let now $1 \leq i, j \leq r$. Let $u_{2}, v_{2}$ be words obtained from $u$ and $v$ by the deletion of all letters that are not in $\mathcal{A}_{j} \cup \mathcal{A}_{1} \cup Y$. We know that $u_{2}$ is obtained from $u$ by a sequence of free deletions.

As above $\sigma_{i j}^{\prime}$ is a free deletion in $u_{2}$. In the word $\sigma_{i j}^{\prime}\left(u_{2}\right)$ sets

$$
B_{2}=\left\{a_{i j}\right\} \cup\left\{y_{t} \mid P_{t} \text { does not contain } a_{i j}\right\}
$$

and

$$
C_{2}=\mathcal{A}_{r 1} \cup\left\{y_{t} \mid Q_{t} \text { either contains } a_{i j} \text { or empty }\right\}
$$

form a fusion. Therefore they form a fusion in $\sigma_{i j}^{\prime}\left(v_{2}\right)$. This implies that $S_{\ell}$ can be represented in the form $P Q$ where

- $P$ contains the same letters as $P_{\ell}$,
- $Q$ contains the same letters as $Q_{\ell+1}$,
- if $Q_{\ell+1}$ is not empty, then $Q$ and $Q_{\ell+1}$ start with the same letter from $\mathcal{A}_{1}$,
- each letter occurs in $P$ (in $Q$ ) only once.

Therefore $P$ is a permutation of the word $P_{\ell}, Q$ is a permutation of the word $Q_{\ell+1}$.

Step 6. Let $1 \leq j \leq r$. Let $j^{\prime}$ equal $j+1$ if $j<r$ and 1 if $j=r$. In the word $u$ sets

$$
B_{3}=\mathcal{A}_{j} \cup\left\{y_{t} \mid P_{t} \text { starts with a letter from } \mathcal{A}_{j^{\prime}}\right\}
$$

and

$$
C_{3}=\mathcal{A}_{j^{\prime}} \cup\left\{y_{t} \mid Q_{t} \text { ends with a letter from } \mathcal{A}_{j}\right\}
$$

form a fusion. Since $\sigma_{j}(u)$ is unavoidable, these sets form a fusion in $v$. Therefore, in $S_{\ell}$ after every letter of $\mathcal{A}_{j}$ there is a letter from $\mathcal{A}_{j^{\prime}}$. Since we have proved in Step 5 that words $P$ and $Q$ are permutations of $P_{\ell}$ and $Q_{\ell+1}$, and that $Q$ and $Q_{\ell+1}$ have a common first letter, we can conclude that $P=P_{\ell}, Q=Q_{\ell+1}$, so that $S_{\ell}=P_{\ell} Q_{\ell+1}$, which contradicts the assumption in Step 2.

We will also need the following
Exercise 3.3.40. Let $u$ be a word, and let $\phi$ be a substitution that takes every letter $x$ to a product of distinct letters $x_{1} x_{2} \ldots x_{k_{x}}\left(x_{i}\right.$ are different for different $x$ ). Then $u$ can be obtained from $\phi(u)$ by a sequence of free deletions and by renaming letters.

Now we are ready to finish the proof of our Lemma 3.3.34.
Fix some numbers $n$ and $r>6 n+1$. We assume that Lemma 3.3.34 is false and that $m$ is the smallest number such that $\gamma^{m}\left(a_{11}\right)$ is not an isoterm for an identity $u=v$ in $n$ letters, but $Z_{n+1}$ is an isoterm for $u=v$ and $v=u$, and that $n$ is the minimal number of letters for which such an $m$ exists.

Since $Z_{n+1}$ is an isoterm for $u=v$ and $v=u$, by Lemma 3.3.38 $Z_{\infty}$ is an isoterm for $u=v$ and $v=u$.

By assumption there exists a substitution $\phi$ such that $\phi(u) \not \equiv \phi(v)$ and $\phi(u) \leq \gamma^{m}\left(a_{11}\right)$. We have met this situation before, in the proof of Theorem 2.5.14 and we have shown that there exists a substitution $\epsilon$ and a substitution $\phi_{1}$ such that

- $\epsilon$ takes every letter to a product of at most three different letters. These letters are different for different letters of cont $(u)$.
- $\phi_{1}(x)$ is either a product of $\gamma$-blocks or a subword of a block.
- $\phi=\phi_{1} \epsilon$.

We also know (Section 2.5.3.4) that in each $\gamma$-block one can find a two-letter subword $p$ such that if $p$ overlaps with one of $\phi_{1}(x)$ then $p$ is a subword of $\phi_{1}(x)$. Now we can define the following substitution $\eta$ for every $x$ in $\operatorname{cont}(u)$ :

$$
\eta(x)= \begin{cases}x & \text { if } \phi_{1}(x) \text { contains one of these two-letter subwords } p \\ \phi_{1}(x) & \text { otherwise }\end{cases}
$$

The word $\bar{u}=\eta \epsilon(u)$ is quasi-integral.

The word $\bar{v}=\eta \epsilon(v)$ has the form $S_{0} x_{1} S_{1} \ldots S_{f} x_{f} S_{f+1}$ where $x_{i} \in \operatorname{cont}(\epsilon(u))$ and $\operatorname{cont}\left(S_{i}\right) \subseteq \mathcal{A}$.

Since $\bar{u}$ is quasi-integral $T_{u}=\bar{u}_{\mathcal{A}}$ is obtained from $\bar{u}$ by a sequence of free deletions (see Exercise 2.5.21). The word $T_{u}$ is obtained from $\epsilon(u)$ by a deletion of some letters. Therefore by Exercise [2.5.23 $T_{u}$ can be obtained from $\epsilon(u)$ by a sequence of free deletions. Therefore $T_{u} \equiv \epsilon_{1}\left(u_{1}\right)$ for some substitution $\epsilon_{1}$ and some word $u_{1}$ which is obtained from $u$ by a sequence of free deletions. Notice that for every letter $x, \epsilon_{1}(x)$ is obtained from $\epsilon(x)$ by a deletion of some letters.

Let us denote the word obtained from $v$ by deleting letters from $\operatorname{cont}(u)$ ) $\operatorname{cont}\left(u_{1}\right)$ by $v_{1}$. Then $\epsilon_{1}\left(v_{1}\right) \equiv T_{v}$.

Now define a substitution $\delta$ by $\delta\left(x_{i}\right)=Q_{i} x_{i} P_{i}, x_{i} \in \operatorname{cont}\left(T_{u}\right)$. Then the word $\phi^{\prime} \delta\left(x_{i}\right)$ is a product of $\gamma$-blocks where $\phi^{\prime}$ is the substitution that takes every $x_{i}$ to the two-letter word replaced by $x_{i}$. Therefore we can consider $\gamma^{-1} \phi^{\prime} \delta(x)$. Since $\phi^{\prime}\left(T_{u}\right)$ is a subword of $\gamma^{m}\left(a_{11}\right)$, we have that $\gamma^{-1} \phi^{\prime} \delta\left(T_{u}\right)$ is a subword of $\gamma^{m-1}\left(a_{11}\right)$. Since $T_{u} \equiv \epsilon_{1}\left(u_{1}\right)$ we have that $\gamma^{m-1}\left(a_{11}\right)$ contains a value of $u_{1}$. By Theorems 2.5.14 and 2.5.19 the word $u_{1}$ is unavoidable. Since $u_{1}$ is obtained from $u$ by a series of free deletions and $Z_{\infty}$ is an isoterm for $u=v$ we can use Lemma 3.3.37 and conclude that $Z_{\infty}$ is an isoterm for $u_{1}=v_{1}$.

Suppose that $Z_{\infty}$ is not an isoterm for $v_{1}=u_{1}$. Then $Z_{\infty}$ contains a value of $v_{1}$, which differs from the corresponding value of $u_{1}$. In particular, since $Z_{\infty}$ contains a value of $v_{1}$, this word is unavoidable. By Lemma 3.3.36 $v_{1}$ is obtained from $v$ by a sequence of free deletions (the same sequence was used to get $u_{1}$ from $u$ ). This contradicts Lemma 3.3.37. Thus $Z_{\infty}$ is an isoterm for $u_{1}=v_{1}$ and $v_{1}=u_{1}$.

From the minimality of $m$ we can deduce that $\gamma^{m-1}\left(a_{11}\right)$ is an isoterm for $u_{1}=v_{1}$ and $v_{1}=u_{1}$. Since $\gamma^{m-1}\left(a_{11}\right)$ contains a value $\gamma^{-1} \phi^{\prime} \delta \epsilon_{1}\left(u_{1}\right)$ of $u_{1}$, this value of $u_{1}$ must coincide with the corresponding value of $v_{1}$. Therefore, in particular, $\gamma^{m-1}\left(a_{11}\right)$ contains a value of $v_{1}$.

As above, this implies that $v_{1}$ is unavoidable. As we know $v_{1}$ is obtained from $v$ by a series of free deletions. Since $Z_{\infty}$ is an isoterm for $v=u$, we can conclude that it is an isoterm for $v_{1}=u_{1}$.

We have already proved that

$$
\gamma^{-1} \phi^{\prime} \delta \epsilon_{1}\left(u_{1}\right) \equiv \gamma^{-1} \phi^{\prime} \delta \epsilon_{1}\left(v_{1}\right)
$$

Therefore

$$
\phi^{\prime} \delta \epsilon_{1}\left(u_{1}\right) \equiv \phi^{\prime} \delta \epsilon_{1}\left(v_{1}\right) .
$$

Let us denote $P_{0} \delta \epsilon_{1}\left(v_{1}\right) Q_{f+1}$ by $w$. We have

$$
\phi^{\prime}(w) \equiv P_{0} \phi^{\prime} \delta \epsilon_{1}\left(v_{1}\right) Q_{f+1} \equiv \phi(u) \not \equiv \phi(v) \equiv \phi^{\prime}(\bar{v}) .
$$

Thus, in particular, $w \not \equiv \bar{v}$. By definition, $w$ is a quasi-integral word and $T_{v}$ is equal to $w_{\mathcal{A}}$. Recall that $T_{v}$ is a value of an unavoidable word $v_{1}$, and the corresponding substitution $\epsilon_{1}$ takes every letter to a product of (at most 3) different letters. By Exercise 3.3.40, $T_{v}$ is unavoidable. Thus all conditions of Lemma 3.3.39 hold and we can conclude that $Z_{\infty}$ is not an isoterm for $w=\bar{v}$.

Therefore there exists a substitution $\theta$ such that $\theta(w) \leq Z_{\infty}$ and $\theta(w) \neq \theta(\bar{v})$.

We have proved that $Z_{\infty}$ is an isoterm for $v_{1}=u_{1}$. Since

$$
w \equiv P_{0} \delta \epsilon_{1}\left(v_{1}\right) Q_{f+1}
$$

and

$$
\bar{u} \equiv P_{0} \delta \epsilon_{1}\left(u_{1}\right) Q_{f+1},
$$

we have that $Z_{\infty}$ is an isoterm for $w=\bar{u}$. Hence

$$
\theta(\bar{u}) \equiv \theta(w) \neq \theta(\bar{v}) .
$$

This means that $Z_{\infty}$ is not an isoterm for $\bar{u}=\bar{v}$. But

$$
\bar{u} \equiv \eta \epsilon(u), \bar{v} \equiv \eta \epsilon(v) .
$$

Therefore $Z_{\infty}$ is not an isoterm for $u=v$, a contradiction.
Theorem 3.3.4 is proved.

### 3.4. Brown's theorem and uniformly recurrent words

The following important and general result of T.C. Brown is much less trivial than its group theoretic counterpart (and corollary): every extension of a locally finite group by a locally finite group is locally finite. There are at least four different proofs of this theorem. We present here our proof using uniformly recurrent bi-infinite words.

Theorem 3.4.1 (T.C. Brown [56). Let $S$ be a semigroup and $\sigma$ be a congruence on $S$ such that $S / \sigma$ is localy finite and every equivalence class of $\sigma$ that is a subsemigroup is locally finite. Then $S$ is locally finite.

Proof. We can assume that $S$ is finitely generated, hence $M=S / \sigma$ is finite. Let $X$ be a finite generating set of $S, M=S / \sigma, \phi$ be the natural map $S \rightarrow M$. Then $\phi(X)$ generates $M$. We shall use the induction on the pair of numbers $(|M|,|X|)$ ordered lexicographically. Thus assume that $S$ is a counterexample, $|M|$ is as small as possible (among all counterexamples), $|X|$ is the smallest possible among all counterexamples with the same $|M|$. Then by Theorem 1.6.2 there exists a geodesic uniformly recurrent bi-infinite word $\alpha$ for $S$. By Lemma 3.3.12 there exists a number $k$ such that every letter in $\alpha$ occurs in every subword of $\alpha$ of length $k$. By the minimality assumption, we can assume that every generator of $S$ occurs in $\alpha$.

For every generator $x$ of $S$ consider the set $U$ of all subwords of the form $x u$ of $\alpha$ where $u$ does not contain $x$ ( $u$ may be empty). Since $|u|<k, U$ is finite. The set $U$ generates a subsemigroup $S^{\prime}$ of $S$ and we can rewrite $\alpha$ into a bi-infinite word $\beta \equiv \ldots x u_{i_{1}} x u_{i_{2}} \ldots$ in the alphabet $U$. Note that then $\beta$ is a geodesic word for $S^{\prime}$. Hence $S^{\prime}$ is infinite. The images $\phi(x u), x u \in U$ are in the subsemigroup $\phi(x) M$ of $M$. By the minimality of $M$, we can assume that $\phi(x) M=M$ for every generator $x$. Similarly $M \phi(x)=M$ for every generator $x$ of $S$. Therefore $M$ is a group (prove that!). Now consider the following biinfinite word $\gamma$ of elements of $M$. For every $i \in \mathbb{Z}, \gamma(i, i)$ is $\phi(\alpha(0, i))$ if $i \geq 0$ and $\phi(\alpha(i, 0))$ if $i<0$. By Lemma 3.3.16 there exist an element $x \in S / \sigma$ and an integer $k^{\prime}$ such that for any $n$ there are integers $i_{1}<i_{2}<\ldots<i_{n}$ with $x=$ $\gamma\left(i_{j}, i_{j}\right), j=1, \ldots, n$ and $i_{j+1}-i_{j} \leq k^{\prime}, j=1, \ldots, n-1$. Without loss of generality
assume that all $i_{j}>0$. Therefore the elements $\phi\left(\alpha\left(0, i_{j}\right)\right)$ are all equal. Hence $\phi\left(\alpha\left(i_{j}+1, i_{j+1}\right)\right), j=1, \ldots, n-1$ represent elements of $\phi^{-1}(1)$. Since the number of possible elements $\phi\left(\alpha\left(i_{j}+1, i_{j+1}\right)\right)$ is finite and the subsemigroup $\phi^{-1}(1)$ is locally finite, the subsemigroup of $S$ generated by these elements is finite. Thus for a sufficiently large $n$, there must exist $j^{\prime}>j$ such that $\alpha\left(i_{1}+1, i_{j}\right)=\alpha\left(i_{1}+1, i_{j^{\prime}}\right)$ in $S$, which contradicts the assumption that $\alpha$ is geodesic.

As an immediate corollary we get
Corollary 3.4.2 (Schmidt $\mathbf{2 8 5}$ ). If $G$ has a locally finite normal subgroup $N$ and $G / N$ is locally finite, then $G$ is locally finite.

Applying Theorem 3.4.1 and Part (3) of Exercise 3.1.3 we get
Corollary 3.4.3 (Shevrin [293]). Every semilattice of locally finite semigroups is locally finite. If a semigroup $S$ has a locally finite ideal I and $S / I$ is locally finite, then $S$ is locally finite.

This corollary will be used later in Section 3.6.2,
Remark 3.4.4. In fact we can deduce from Theorem 3.4.1 that every band of locally finite semigroups is locally finite (which was proved in [293]). Indeed every band is locally finite by Theorem 3.3.4 applied to $\Sigma=\left\{x=x^{2}\right\}$ (that was first proved by Green and Rees [118]).

### 3.5. Burnside problems and the finite basis property

All varieties of semigroups that we met before were finitely based. Now we will use Theorem 3.3.4 to construct non-finitely based varieties.

We can rewrite this theorem in the following way.
Theorem 3.5.1 (Sapir [277]). Let $\mathcal{V}$ be a variety of semigroups that satisfies the following two properties:
(1) every finitely generated nil-semigroup in $\mathcal{V}$ is finite;
(2) $\mathcal{V}$ does not satisfy any nontrivial identity of the form $Z_{n}=W$.

Then $\mathcal{V}$ cannot be defined by a finite set of identities.
Here is an easy way to construct a variety that satisfies both conditions 1 and 2.

Let us take all subwords of $Z_{\infty}$ and construct semigroup $S\left(Z_{\infty}\right)$ using the Dilworth construction.

Exercise 3.5.2. Using Theorem 1.4.31 prove that the variety generated by $S\left(Z_{\infty}\right)$ is locally finite. Estimate the function $n(m)$ from Theorem 1.4.31 for the semigroup $S\left(Z_{\infty}\right)$.

Theorem 3.5.3. The variety var $S\left(Z_{\infty}\right)$ is inherently non-finitely based.
Proof. By Exercise 3.5.2, the variety $\operatorname{var} S\left(Z_{\infty}\right)$ is locally finite. By Theorem 3.5.1, it is enough to show that $S\left(Z_{\infty}\right)$ does not satisfy any nontrivial identity of the form $Z_{n}=W$. By Lemma 3.3.32 it is enough to show that for every $n$ some subwords of $Z_{\infty}$ are not isoterms for $Z_{n}=W$. But $Z_{n}$ itself is a subword of $Z_{\infty}$, and $Z_{n}$ is, of course, not an isoterm for $Z_{n}=W$.

### 3.6. Inherently non-finitely based finite semigroups

### 3.6.1. Some advanced semigroup theory.

3.6.1.1. Ideals and 0 -simple semigroups.

Exercise 3.6.1. Let $S$ be a semigroup.
(1) Show that the set of ideals of $S$ is closed under any unions and finite intersections.
(2) Show that for every element $a$ of $S$ the set $S^{1} a S^{1}=S a S \cup S a \cup a S \cup\{a\}$ is an ideal of $S$. This ideal is called the principal ideal generated by $a$. Elements of $S^{1} a S^{1}$ are precisely the elements of $S$ divisible by $a$.
A semigroup $S$ is called 0 -simple if it does not contain any ideals distinct from zero and the whole $S$. Note that a 0 -simple semigroup does not necessarily contain a zero. If a 0 -simple semigroup does not contain 0 , it is called simple.

Example 3.6.2. Every group is obviously a simple semigroup. The 2element semigroup with zero product is 0 -simple. This semigroup is an exception and in some books on semigroup theory this semigroup is not included into the class of 0 -simple semigroups.

EXERCISE 3.6.3. If a semigroup $S$ is 0 -simple, then $S^{0}$ is also 0 -simple.
Exercise 3.6.4. Prove that every rectangular band of groups (see Definition 3.1.5) is simple.

Exercise 3.6.5. Prove that the Brandt semigroup $B_{2}$ is 0 -simple.
Exercise 3.6.6. Let $a$ be an element of a semigroup $S$. Let $M$ be the union of all ideals of $S$ contained in the principal ideal $S^{1} a S^{1}$ and not containing $a$. Prove that $S^{1} a S^{1} / M$ is 0 -simple. This semigroup is called a principal factor of $S$.

Exercise 3.6.7 (Rees-Sushkevich construction.). Let $I, J$ be sets, $G$ be a group and $P$ be a function $P: I \times J \rightarrow G^{0}$ (it is convenient to consider $P$ as a $I \times J$-matrix over $\left.G^{0}\right)$. Suppose that $P$ is regular that is it does not contain zero rows or zero columns. Consider the set $M^{0}(G, I, J, P)=I \times G \times J \cup\{0\}$ and define an operation on this set by the following formula:

$$
(i, a, j)\left(i^{\prime}, a^{\prime}, j^{\prime}\right)= \begin{cases}\left(i, a P\left(i^{\prime}, j\right) a^{\prime}, j^{\prime}\right) & \text { if } P\left(i^{\prime}, j\right) \neq 0 \\ 0 & \text { if } P\left(i^{\prime}, j\right)=0\end{cases}
$$

Prove that $M^{0}(G, I, J, P)$ is a 0 -simple semigroup. Prove also that if $P: I \times$ $J \rightarrow G$ then the set $M(G, I, J, P)=M^{0}(G, I, J, P) \backslash\{0\}$ is a subsemigroup of $M^{0}(G, I, J, P)$ that is simple. Prove that $M^{0}(G, I, J, P)$ is periodic if and only if $G$ is periodic. The semigroups $M^{0}(G, I, J, P)$ and $M(G, I, J, P)$ are called the Rees-Sushkevich semigroups over the group $G$ with the sandwich matrix $P$.

We shall always assume that sandwich matrices are regular.
Semigroups of the form $M^{0}(G, I, J, P)$ (respectively, $M(G, I, J, P)$ ) are called completely 0 -simple (respectively, completely simple). The next three exercises describe idempotents and maximal subgroups of completely 0 -simple semigroups.

Exercise 3.6.8. Let $M=M^{0}(G, I, J, P)$. Prove that idempotents of $M$ are the elements of the form $\left(i, P(i, j)^{-1}, j\right)$ where $P(i, j) \neq 0$, and 0 .

Exercise 3.6.9. Let $M=M(G, I, J, P)$. Prove that for every two idempotents $e, f \in M$ there exist idempotents $x, y \in M$ such that $e x=e=y e, x f=f=$ $f y, x e=x=f x, e y=y=y f$.

Exercise 3.6.10. Let $M=M^{0}(G, I, J, P)$. Prove that two elements $(i, g, j)$ and $\left(i^{\prime}, g^{\prime}, j^{\prime}\right)$ are $\mathcal{L}$-related if and only if $j=j^{\prime}$. Prove that these elements are $\mathcal{R}$-related if and only if $i=i^{\prime}$. Prove that all maximal subgroups of $M$ are isomorphic to $G$ and have the form $\{i\} \times G \times\{j\}$ where $i \in I, j \in J$ and $P(i, j) \neq 0$.

Exercise 3.6.11. Prove that $M=M(G, I, J, K)$ is a rectangular band of groups. More precisely, for every $i \in I, j \in J$ the set $\{i\} \times G \times\{j\}$ is a subgroup. These subgroups cover $M$ and form a partition of $M$. This partition is a congruence, and the quotient semigroup is a rectangular band isomorphic to the set $I \times J$ with operation $(i, j)\left(i^{\prime}, j^{\prime}\right)=\left(i, j^{\prime}\right)$ (see Exercise 3.1.4) .

Exercise 3.6.12. If $a$ and $b$ belong to the same subgroup of the ReesSushkevich semigroup $S=M(G, I, J, K)$ and $a \neq b$, then for any $x$ in $S$ we have $a x \neq b x$ and $x a \neq x b$.

We shall now show that every periodic 0 -simple semigroup either is the 2 element semigroup with zero product or is isomorphic to a Rees-Sushkevich semigroup.

Lemma 3.6.13. Let $S$ be $a 0$-simple periodic semigroup, $a, p \in S$, ap $\neq 0$. Then there exists an element $q$ in $S$ such that $a p q=a$. Similarly if $p a \neq 0$ then there exists an element $q \in S$ such that $q p a=a$.

Proof. It is enough to prove the first statement of the lemma. Since $S^{1} a p S^{1}$ is an ideal of $S$ containing $a p$ and $a p \neq 0, S^{1} a p S^{1}=S$. Therefore uapv $=a$ for some $u, v \in S^{1}$. Multiplying by $u, p v$ on the left and on the right $n-1$ times, we deduce $u^{n} a(p v)^{n}=a$ for every $n \geq 1$. Since $S$ is periodic, there exists $n$ such that $u^{n}=e$ is an idempotent (Exercise 3.1.12). Then $e a(p v)^{n}=a$. Multiplying by $e$ on the left and using $e=e^{2}$, we get $e a=a$. Hence $a(p v)^{n}=a$. This means $a p\left[(v p)^{n-1} v\right]=a$. So we can take $q=(v p)^{n-1} v$.

Lemma 3.6.14. Let $S$ be a 0 -simple periodic semigroup, $a \in S, a \neq 0$. Then either $S$ is a 2-element semigroup with zero product or $S$ contains two idempotents $e, f$ such that ea $=a, a f=a$.

Proof. If $S$ is a 0 -simple semigroup with zero product, then $S$ cannot contain more than two elements, because every subset of $S$ containing zero is an ideal of $S$. So we can assume that $S$ is not a semigroup with zero product. Therefore there exist two elements $x, y \in S$ such that $x y \neq 0$. The ideal $S^{1} x y S^{1}$ coincides with $S$. So $a=u x y v$ for some $u, v \in S^{1}$. Since $S^{1} a S^{1}=S$, we can find elements $b, c \in S^{1}$ such that $y=b a c$. Therefore $a=u x y v=u x b a c v$. Notice that $u x b \in S$. As in the proof of Lemma 3.6.13, multiplying by $u x b$ on the left and by $c v$ on the right $n-1$ times, we get $a=(u x b)^{n} a(c v)^{n}$. Since $S$ is periodic, there exists an $n$ such that $(u x b)^{n}=e$ is an idempotent in $S$. Multiplying by $e$ on the left, we get $e a=a$. Similarly we can find an idempotent $f$ such that $a f=a$.

LEMMA 3.6.15. Let $S$ be a 0-simple periodic semigroup. Then for every idempotent $e \in S$, the set $e S e$ is a group with zero formally added.

Proof. It is clear that $e S e$ is a subsemigroup and that $e$ is the identity element of $e$. If $e=0$ then $e S e=\{0\}$ and there is nothing to prove. Let $e \neq 0$ and let eae be a non-zero element of $S$. By Lemma 3.6 .13 there exists an element $p \in S$ such that eaep $=e$. Multiplying by $e$ on the right gives us: eaepe $=e$. So $(e a e)(e p e)=e$. Similarly we can find an element $q$ such that $(e q e)(e a e)=e$. Therefore every element of $e S e$ has a left inverse and a right inverse elements, so $e S e$ is a group (see Exercise 1.8.1).

THEOREM 3.6.16. Every periodic 0-simple semigroup either is a 2-element semigroup with zero product, or is isomorphic to a Rees-Sushkevich semigroup with a regular sandwich matrix.

Proof. Assume that $S$ is not isomorphic to the 2-element semigroup with zero product. By Exercise 3.6 .3 we can assume that $S$ contains zero.

Then by Lemma 3.6 .14 there exists a non-zero idempotent $e \in S$. By Lemma 3.6.15 the subset $G^{0}=e S e$ is a subgroup of $S$ with zero formally added.

Consider the set of all $\mathcal{R}$-classes of the semigroup $S$. Choose one representative of the form $a e$ from each class containing an element of this form. Let $I$ be the set of all such representatives.

Consider the set of all $\mathcal{L}$-classes of $S$. Choose one representative of the form $e a$ from each class containing an element of this form. Let $J$ be the set of all such representatives.

It is clear that $I$ and $J$ are not empty because there exist an $\mathcal{L}$-class and an $\mathcal{R}$-class containing $e=e e$.

For every $i=a e \in I$ and $j=e b \in J$ the element $j i=e b a e$ is in $G^{0}$. This gives us the matrix $P: I \times J \rightarrow G^{0}, P(i, j)=j i$.

We will prove that $S$ is isomorphic to $M^{0}(G, I, J, P)$.
Consider the map $\phi: M^{0}(G, I, J, P) \rightarrow S$ that takes 0 to 0 and any triple $(i, g, j)$ to the element $i g j \in S$ (recall that $I, J, G$ are subsets of $S$ ). It is clear that this map is well defined.

Since

$$
(i g j)\left(i^{\prime} g^{\prime} j^{\prime}\right)=i\left(g j i^{\prime} g^{\prime}\right) j^{\prime}=i\left(g P\left(i^{\prime}, j\right) g^{\prime}\right) j^{\prime}
$$

$\phi$ is a homomorphism.
Let us prove that $\phi$ is injective. Suppose that $i g j=i^{\prime} g^{\prime} j^{\prime}$ where $i=a e, g=$ $e s e, j=e b, i^{\prime}=a^{\prime} e, g^{\prime}=e s^{\prime} e, j^{\prime}=b^{\prime} e$. Hence

$$
a e \cdot e s e \cdot e b=a^{\prime} e \cdot e s^{\prime} e \cdot e b^{\prime}
$$

in $S$. Then by Lemma 3.6 .13 there exist two elements $q_{1}$ and $q_{2}$ such that

$$
a e=a^{\prime} e \cdot e s^{\prime} e \cdot e b^{\prime} q_{1}, a e \cdot e s^{\prime} e \cdot e b q_{2}=a^{\prime} e
$$

This implies that $a e \mathcal{R} a^{\prime} e$, so $a e=a^{\prime} e$. Similarly $e b=e b^{\prime}$. Now we can apply Lemma 3.6.13 to $e \cdot e b$ and to $a e \cdot e$ and obtain that $e s e=e s^{\prime} e$. Thus $i=i^{\prime}, j=j^{\prime}$ and $g=g^{\prime}$. So $\phi$ is injective.

Finally we need to prove that $\phi$ is surjective. Let $a \in S \backslash\{0\}$. We need to show that $a=i g j$ for some $i \in I, j \in J, g \in G$. Since $S e S$ is an ideal of $S$, we
have $S e S=S$. Then $a=x e y=x e \cdot e y$ for some $x, y \in S$. There exist an element $i=u e \in I$ and an element $j=e v$ in $J$ such that $x e \mathcal{R} u e, e y \mathcal{L} e v$. Then $x e=u e s$, $e y=t e v$ for some $s, t \in S^{1}$. Since $e=e^{2}$, we get

$$
x e=u e \cdot e s, e y=t e \cdot e v .
$$

Thus

$$
a=x e \cdot e y=u e \cdot e s t e \cdot e v=i g j
$$

where $g=e s t e \in G=e S e \backslash\{0\}$. This proves that $\phi$ is surjective.
It remains to show that the matrix $P$ is regular. Suppose $P$ has a zero column, that is $P\left(i, j_{0}\right)=0$ for some $j_{0} \in J$ and every $i \in I$. Then take any $i_{0} \in I$ and $g_{0} \in G$. Let $a=\left(i_{0}, g_{0}, j_{0}\right)$. By the definition of $M(G, I, J, P)$ the product $\left(i_{0}, g_{0}, j_{0}\right)\left(i^{\prime}, g^{\prime}, j^{\prime}\right)$ is 0 for every $i^{\prime} \in I, g \in G, j^{\prime} \in J$. Thus $a x=0$ for every $x \in S$. This contradicts Lemma 3.6.14. We get a similar contradiction if $P$ has a zero row.

Exercise 3.6.17. Prove that $B_{2}=M^{0}\left(1, \mathbf{2}, \mathbf{2}, I_{2}\right)$ where 1 is the trivial group, $\mathbf{2}=\{1,2\}$, and $I_{2}$ is the $2 \times 2$-identity matrix.

Definition 3.6.18. Let $G$ be any group, $I_{n}$ be the identity $n \times n$-matrix over $G^{0}$. Then the semigroup $M^{0}\left(G, \mathbf{n}, \mathbf{n}, I_{n}\right)$ is called the $(n \times n)$-Brandt semigroup over the group $G$ (here and below $\mathbf{n}$ denotes the set $\{1, \ldots, n\}$ ).

Exercise 3.6.19. Prove that $M^{0}(G, \mathbf{n}, \mathbf{n}, P)$ is isomorphic to the $n \times n$ Brandt semigroup over $G$ if and only if $P$ has exactly one non-zero element in every row and in every column.

Corollary 3.6.20. A periodic semigroup is simple if and only if it is a rectangular band of groups.

Proof. This corollary immediately follows from Exercise 3.6.11 and Theorem 3.6.16,

The next exercise shows that the local finiteness question for completely 0 -simple semigroups reduces to the question for groups.

Exercise 3.6.21. Prove that if all maximal subgroups of a completely 0 simple semigroup $S$ are locally finite, then $S$ is locally finite.
3.6.1.2. Semigroups without divisors isomorphic to $A_{2}$ and $B_{2}$. A divisor of a semigroup $S$ is a quotient semigroup of a subsemigroup of $S$ (it is a specialization of the definition from Section 1.4.7).

Lemma 3.6.22. Let $A_{2}$ be the 0 -simple semigroup $M^{0}(1, \mathbf{2}, \mathbf{2}, P)$ where

$$
P=\left(\begin{array}{ll}
0 & 1 \\
1 & 1
\end{array}\right) .
$$

Then the Brandt semigroup $B_{2}$ is a divisor of the semigroup $A_{2} \times A_{2}$.
Proof. Let $W$ be a subset of $A_{2} \times A_{2}$ consisting of all pairs with one coordinate equal 0 . Then $W$ is clearly an ideal of $A_{2} \times A_{2}$. It is easy to check that
$S=\left(A_{2} \times A_{2}\right) / W$ is isomorphic to $M^{0}(1, \mathbf{4}, \mathbf{4}, P \otimes P)$ where $P \otimes P$ is the tensor square of $P$,

$$
P \otimes P=\left(\begin{array}{llll}
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 \\
1 & 1 & 1 & 1
\end{array}\right)
$$

(check it!). Then the elements $(2,1,2),(3,1,2),(2,1,3),(3,1,3), 0$ from $S$ form a subsemigroup isomorphic to $B_{2}$ (prove it!).

We shall show that the Brandt semigroup $B_{2}$ plays a very special role in the theory of semigroups because a periodic semigroup without divisors isomorphic to $B_{2}$ and its close relative $A_{2}$ has a very nice structure. We start with 0 -simple semigroups.

Lemma 3.6.23. Let $S=M^{0}(G, I, J, P)$ be a 0 -simple semigroup and the sandwich-matrix $P$ contains zero entries. Then $S$ contains a copy of $A_{2}$ or $B_{2}$.

Proof. Let $P(i, j)=0$. Since $P$ is regular, there exist $m \in I, n \in J$ such that $P(m, j) \neq 0$ and $P(i, n) \neq 0$.

Case 1. Let $P(m, n) \neq 0$. Then the elements

$$
\begin{gathered}
\left(i, P(i, n)^{-1} P(m, n) P(m, j)^{-1}, j\right),\left(i, P(i, n)^{-1} n\right) \\
\quad\left(m, P(m, j)^{-1}, j\right),\left(m, P(m, n)^{-1}, n\right)
\end{gathered}
$$

and 0 form a subsemigroup of $S$ isomorphic to $A_{2}$.
Case 2. Let $P(m, n)=0$. Then the elements

$$
\left(i, P(i, n)^{-1} n\right),(i, 1, j),(m, 1, n),\left(m, P(m, j)^{-1}, j\right)
$$

and 0 form a subsemigroup of $S$ isomorphic to $B_{2}$.
The next theorem (due to Shevrin [294, 295) describes the structure of arbitrary periodic semigroups that do not have divisors isomorphic to $A_{2}$ and $B_{2}$. The proof of this theorem shows how a combination of algebraic methods and manipulation with words can elucidate the structure of a semigroup.

Theorem 3.6.24. Every periodic semigroup that does not have divisors isomorphic to $A_{2}$ or $B_{2}$ is a semilattice of semigroups each one of which is an ideal extension of a Rees-Sushkevich semigroup of the form $M(G, I, J, P)$ by a nil-semigroup.

Proof. Let $S$ be a periodic semigroup without divisors isomorphic to $A_{2}$ or $B_{2}$.

For every element $a$ in a periodic semigroup let $a^{0}$ denote the idempotent in $\langle a\rangle$. Consider the following relation $\mho$ on $S$ :

$$
a \mho b \Longleftrightarrow S a^{0} S=S b^{0} S
$$

We claim that $\mho$ is a congruence, the quotient semigroup $S / \mho$ is a semilattice, and each class of $\mho$ is a subsemigroup that is an ideal extension of a simple semigroup by a nil-semigroup.

The fact that $\mho$ is an equivalence relation is obvious.

Let us prove that $\mho$ is a congruence. We shall divide the proof into a number of steps.

Step 1. For every $a, b \in S$ we have $a b \mho b a$. Indeed $(a b)^{n}=a(b a)^{n-1} b$. So $(a b)^{0}$ and $(b a)^{0}$ are divisible by each other.

Step 2. If $a \mho b$ then $a \mho a^{m} b^{n}$ for every $m, n \geq 1$ and there exist idempotents $x, y \in S$ such that $a^{0} x=a^{0}=y a^{0}, x b^{0}=b^{0}=b^{0} y, x a^{0}=x=b^{0} x, a^{0} y=y=y b^{0}$. Indeed, we have that $S a^{0} S=S b^{0} S$. Consider the principal factor $K=S a^{0} S / W$ as in Exercise 3.6.6, We know that it is a 0 -simple semigroup. By Theorem 3.6.16 $K$ is isomorphic to $M^{0}(G, I, J, P)$ for some $G, I, J, P$. By Lemma 3.6.23, the matrix $P$ does not have zero entries. By Exercise $3.6 .7 K \backslash\{0\}$ is a simple semigroup. Notice that $a^{m}$ and $b^{n}$ are in $K \backslash\{0\}$. Therefore $a^{m} b^{n}$ and $\left(a^{m} b^{n}\right)^{0}$ are in $K \backslash\{0\}$ too. Since $K \backslash\{0\}$ is simple, $a^{0}$ and $\left(a^{m} b^{n}\right)^{0}$ are divisible by each other. So $a \mho a^{m} b^{n}$. The second part of the statement follows from Exercise 3.6.9.

Step 3. For every $a, c \in S$, we have $a c \mho a^{0} c^{0}$. By Step 1, ac $\mho c a$. Using Step 2 and Step 1 several times, we get:

$$
a c \mho a c^{2} a \mho a^{2} c^{2} \mho c^{2} a^{2} \mho a^{2} c^{3} a \mho a^{3} c^{3} \ldots \mho a^{n} c^{n}
$$

for every $n$. Since $S$ is periodic, there exists an $n$ such that $a^{n}=a^{0}$ and $c^{n}=c^{0}$. Therefore $a c \mho a^{0} c^{0}$.

Step 4. If $a \mho b$ then for every $c \in C$ we have $a c \mho b c$ and $c a \mho c b$. Indeed, by Step 2 there exists an idempotent $x$ such that $a^{0} x=a^{0}, x a^{0}=x=b^{0} x, x b^{0}=b^{0}$. By Step 3,

$$
a^{0} c^{0}=a^{0} x c^{0} \mho a^{0}\left(x c^{0}\right)^{0}
$$

On the other hand $x c^{0} \mho x a^{0} c^{0} \mho x\left(a^{0} c^{0}\right)^{0}$. Therefore $\left(x c^{0}\right)^{0}$ and $\left(a^{0} c^{0}\right)^{0}$ are divisible by each other. Hence $x c \mho x c^{0} \mho a^{0} c^{0} \mho a c$. Similarly one can prove that $c x \mho c b$. By Step 1, we can conclude that $a c \mho b c$ and $c a \mho c b$. Thus $\mho$ is a congruence.

Clearly $a \mho a^{0}$ for every $a \in S$. So $S / \mho$ is a band (i.e., every element of $S / \mho$ is an idempotent). Since by Step $1 a b \mho b a$ for every $a, b \in S, S / \mho$ is commutative. Thus $S / \mho$ is a semilattice.

Finally let $S_{\alpha}$ be an equivalence class of $\mho$. Let $E$ be the set of idempotents in $S_{\alpha}$ and let $W=S_{\alpha} E S_{\alpha}$ be the ideal generated by $E$. As we have seen on Step 2 , for every two idempotents $e, f \in S_{\alpha}$ there exists an idempotent $x \in S_{\alpha}$ such that $e=e x=e f x$. This implies that any two idempotents in $W$ are divisible by each other inside $W$. Every element in $W$ divides an idempotent because $W$ is periodic, and every element in $W$ is divisible by an idempotent by the definition of $W$. Therefore any two elements in $W$ are divisible by each other. Thus $W$ is a simple semigroup. By Theorem 3.6.16 and Exercise 3.6.7, $W$ is isomorphic to a semigroup of the form $M(G, I, J, P)$.

The semigroup $S_{\alpha} / W$ has exactly one idempotent, 0 . Therefore by Lemma 3.1.14, $S_{\alpha} / W$ is a nil-semigroup.

The following exercise shows that a statement converse to Theorem 3.6.24 also holds.

ExERCISE 3.6.25. Let $S$ be a periodic semigroup that is a semilattice of ideal extensions of simple semigroups by nil-semigroups. Prove that $S$ satisfies the following law:

$$
\left((a b)^{0}(b a)^{0}\right)^{0}(a b)^{0}=(a b)^{0}
$$

for every $a, b \in S$ (here as in the proof of Theorem 3.6.24 $a^{0}$ denotes the idempotent from $\langle a\rangle$ ). Prove that $A_{2}$ and $B_{2}$ do not satisfy this law. Deduce from it that $S$ cannot have divisors isomorphic to $A_{2}$ or $B_{2}$.

Exercise 3.6.26. Prove that for a finite semigroup $S$ the following conditions are equivalent.
(1) $\quad S$ has no divisors isomorphic to the semigroups $A_{2}$ and $B_{2}$.
(2) For any idempotent $e$ of $S$ and any element $a$ dividing $e$ the element eae belongs to the maximal subgroup of $S$ with identity element $e$, denoted by $S_{e}$.
(3) For any idempotent $e$ of $S$ and any element $a$ dividing $e$ the element $a^{2}$ divides $e$.
(4) $S$ possesses a series of ideals $I_{1}<I_{2}<\ldots<I_{n}=S$, with each quotient $I_{k+1} / I_{k}$ either a completely simple semigroup, or a completely simple semigroup with an adjoined zero, or a semigroup with zero multiplication.
3.6.2. A description of inherently non-finitely based finite semigroups. First let us give an example of a finite inherently non-finitely based semigroup.

Let $B_{2}^{1}$ be the Brandt monoid from Exercise 1.8.4.
LEMMA 3.6.27. $B_{2}^{1}$ does not satisfy any nontrivial identity of the form $Z_{n}=$ $W$.

Proof. By contradiction, suppose $B_{2}^{1}$ satisfies a nontrivial identity $Z_{n}=W$. Since $W$ differs from $Z_{n}$, by Exercise 3.3.21, $W$ satisfies one of four conditions listed in this lemma. Suppose $W$ contains $x_{1}^{2}$ or $x_{i} x_{j}$ where $i, j \neq 1$ or $W$ starts or ends not with $x_{1}$. Consider the matrix representation of $B_{2}^{1}$ from Exercise 1.8.4 and let $x_{1}=\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right), x_{i}=\left(\begin{array}{ll}0 & 0 \\ 1 & 0\end{array}\right)$ for all $i \neq 1$. Then it is easy to see that the value of $W$ is not equal to the value of $Z_{n}$ (which is $\left(\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right)$ ). This contradicts the assumption that $Z_{n}=W$ is an identity of $B_{2}^{1}$.

If $W=\left[W_{1}, x_{1}\right]_{1}^{1}$, then $W_{1} \neq\left(Z_{n}\right)_{x_{1}}$. Now let $x_{1}=\left(\begin{array}{cc}0 & 1 \\ 0 & 0\end{array}\right)$ and all other $x_{i}$ be arbitrary elements of $B_{2}^{1}$. Since $B_{2}^{1}$ satisfies $Z_{n}=W$, we will have that $\left(Z_{n}\right)_{x_{1}}=W_{1}$ holds for an arbitrary choice of $x_{i} \in B_{2}^{1}$. Therefore $B_{2}^{1}$ satisfies the nontrivial identity $\left(Z_{n}\right)_{x_{1}}=W_{1}$. But this identity is of the form $Z_{n-1}^{\prime}=W^{\prime}$ and we can finish the proof by induction on $n$.

Now the following theorem can be deduced in the same way as Theorem 3.5.3.

Theorem 3.6.28 (Sapir [277]). The semigroup $B_{2}^{1}$ is inherently non-finitely based.

Therefore every finite semigroup having $B_{2}^{1}$ as a quotient is inherently nonfinitely based. In particular, by the definition of $B_{2}^{1}$, the multiplicative semigroup of all matrices of size > 1 over an arbitrary finite ring with unit contains $B_{2}^{1}$. Thus it is inherently non-finitely based. So is the semigroup of all transformations of a more than 2-element set.

It is interesting that if we consider the set of all matrices over a finite associative ring as a ring, then it generates a finitely based variety (as any finite associative ring) - by a theorem of Kruse-L'vov [208] (see Theorem 1.4.33).

Remark 3.6.29. Note that if a group $G$ satisfies the identity $x^{d}=1$, then in every identity $u=v$ or $u=1$ we can replace every occurrence of a letter $x^{-1}$ by $x^{d-1}$ and get an equivalent monoid identity (modulo $x^{d}=1$ ). Therefore every periodic variety of groups can be defined by monoid identities. Note also that every group identity $u=1$ is equivalent to the conjunction of two semigroup identities $u y=y, y u=y$ where $y$ is a letter that does not occur in $u$. Thus every periodic variety of groups is a variety of semigroups.

In order to describe all finite inherently non-finitely based semigroups, we will need the following two exercises.

Exercise 3.6.30. Prove that for every semigroup variety $\mathcal{V}$ satisfying the identity $x^{m}=x^{m+d}$ with $d \geq 1$, the class of all groups in $\mathcal{V}$ is a semigroup variety $\mathcal{V}_{0}$, which is equal to $\mathcal{V} \cap \operatorname{var}\left\{x^{d} y=y x^{d}=y\right\}$. Hint: Use Remark 3.6.29,

Exercise 3.6.31. If $S$ is a finite semigroup, $\mathcal{V}=\operatorname{var} S$, then $\mathcal{V}_{0}$ is generated by the maximal subgroups of $S$. Hint: By (1.4.1) every group from $\mathcal{V}$ is a homomophic image of a subsemigroup of a Cartesian product of copies of $S$. Show that if a group $G$ is a homomorphic image of a periodic semigroup $U$, then $G$ is a homomorphic image of a subgroup of $U$ (what is the identity element of that subgroup?) and that a subgroup of a Cartesian product of semigroups $U_{i}$ is a subgroup of a Cartesian product of subgroups of $U_{i}$.

The proof of the next lemma employs uniformly recurrent bi-infinite words again.

Lemma 3.6.32. Let $E$ be the set of all idempotents of a semigroup $S$. If each subsemigroup eSe, $e \in E$, is locally finite, then the ideal $S E S$ is locally finite.

Proof. Suppose that the ideal $S E S$ is not locally finite, so there exists a finite number of elements $s_{i} e_{i} s_{i}^{\prime}, e_{i}=e_{i}^{2}, s_{i}, s_{i}^{\prime} \in S, i=1, \ldots, l$, which generate an infinite subsemigroup $S_{1}$. Then there exists a bi-infinite uniformly recurrent geodesic word $\alpha$ in the letters $s_{i} e_{i} s_{i}^{\prime}, i=1, \ldots, l$ for $S_{1}$. Without loss of generality we can assume that $s_{1} e_{1} s_{1}^{\prime}$ appear in $\alpha$. Then $\alpha$ can be represented as $\ldots s_{1} e_{1} s_{1}^{\prime} u_{1} s_{1} e_{1} s_{1}^{\prime} u_{2} \ldots$ where the words $u_{j}, j \in \mathbb{Z}$ are of bounded length. Hence the set of elements $e_{1} s_{1}^{\prime} u_{j} s_{1} e_{1}$ is finite. That set is contained in $e S e$, and hence generates a finite subsemigroup of $e S e$. Hence there exists $k$ such that $\left(e_{1} s_{1}^{\prime} u_{1} s_{1} e_{1}\right)\left(e_{1} s_{1}^{\prime} u_{2} s_{1} e_{1}\right) \cdots\left(e_{1} s_{1}^{\prime} u_{k} s_{1} e_{1}\right)$ is equal to a shorter product of words $e_{1} s_{1}^{\prime} u_{j} s_{1} e_{1}$, which contradicts the assumption that $\alpha$ is geodesic.

Lemma 3.6.33. Let $\mathcal{V}$ be a locally finite semigroup variety such that $\mathcal{V}_{0}$ (see Exercise 3.6.30) is finitely based. Then $\mathcal{V}$ is inherently non-finitely based if and only if it does not satisfy any nontrivial identity of the form $Z_{n}=W$.

Proof. If $\mathcal{V}$ is a locally finite variety that does not satisfy nontrivial identities of the form $Z_{n}=W$, then any bigger variety cannot satisfy such identities either, and so by Theorem 3.5.1 $\mathcal{V}$ is not contained in a finitely based locally finite variety, that is $\mathcal{V}$ is inherently non-finitely based.

Suppose that $\mathcal{V}$ satisfies a nontrivial identity of the form $Z_{n}=W$. Since $\mathcal{V}$ is locally finite, it does not contain the infinite cyclic semigroup, so it satisfies some nontrivial identity of the form $x^{m}=x^{m+n}$ (why?) Let $v_{1}\left(x_{1}, \ldots, x_{k}\right)=$ $1, \ldots, v_{\ell}\left(x_{1}, \ldots, x_{k}\right)=1$ be a basis of identities of $\mathcal{V}_{0}$. We may assume that the words $v_{1}, \ldots, v_{\ell}$ are positive (not containing inverses of letters) because of the identity $x^{-1}=x^{n-1}$ that is true in every group from $\mathcal{V}$. Consider the free semigroup $F$ of $\mathcal{V}$ on $k$ generators $x_{1}, \ldots, x_{k}$. Since $F$ is a finite semigroup, it has a minimal idempotent. Let $v\left(x_{1}, \ldots, x_{k}\right)$ be a minimal idempotent in $F$. Then, $v F v$ is a group by Exercise 3.1.11. Consequently, $F$ satisfies the equalities $v_{i}\left(v x_{1} v, \ldots, v x_{k} v\right)=v_{i}\left(v x_{1} v, \ldots, v x_{k} v\right)^{2}, i=1, \ldots, m$. These equalities are identities in $\mathcal{V}$ by Exercise 1.4.26, Consider the variety $\mathcal{V}_{1}$ defined by these identities, and the identities $x^{m}=x^{m+n}$ and $Z_{n}=W$. By construction $\mathcal{V} \subseteq \mathcal{V}_{1}$. By Theorem 3.3.4, all nil-semigroups in $\mathcal{V}_{1}$ are locally finite. The groups in $\mathcal{V}_{1}$ satisfy the identities $v_{i}=1, i=1, \ldots, m$ and therefore belong to $\mathcal{V}_{0} \subset \mathcal{V}$. It follows that all groups in $\mathcal{V}_{1}$ are locally finite. Since $A_{2}^{1}$ and $B_{2}^{1}$ do not satisfy the identity $Z_{n}=W$ by Lemmas 3.6.22 and 3.6.27, every semigroup $Y$ of $\mathcal{V}_{1}$ is a periodic semigroup without divisors isomorphic to $A_{2}^{1}$ or $B_{2}^{1}$. Then for every idempotent $e \in Y$, the monoid $e Y e$ does not have divisors isomorphic to $A_{2}$ or $B_{2}$. By Theorem 3.6.24, $e Y e$ is a semilattice of semigroups $Y_{\alpha}, \alpha \in A$ each one of which is an ideal extension of a semigroup of the form $M\left(G_{\alpha}, I_{\alpha}, J_{\alpha}, P_{\alpha}\right)$ by a nil-semigroup. All these groups $G_{\alpha}$ belong to $\mathcal{V}_{0}$ and are locally finite. By Exercise 3.6 .21 all $M\left(G_{\alpha}, I_{\alpha}, J_{\alpha}, P_{\alpha}\right)$ are locally finite. Since all nil-semigroups in $\mathcal{V}_{1}$ are locally finite, by Corollary 3.4.3 applied several times (to ideal extensions and semilattices of semigroups), we conclude that each monoid $e Y e$ is locally finite. By Lemma 3.6.32, $Y E Y$ is locally finite where $E$ is the set of all idempotents of $Y$. Since Rees quotient $Y / Y E Y$ is a nil-semigroup by Lemma 3.1.14 (all idempotents of $Y$ are identified in this Rees quotient semigroup with zero), and belongs to $\mathcal{V}_{1}$, it is locally finite by Theorem 3.5.1. Applying Corollary 3.4.3 again, we conclude that $Y$ is locally finite. Hence $\mathcal{V}_{1}$ is a finitely based locally finite variety containing $\mathcal{V}$, and $\mathcal{V}$ is not inherently non-finitely based.

Now we are in a position to give an algorithmic description of finite inherently non-finitely based semigroups. The following theorem gives in fact two algorithmic descriptions (parts (1) and (2) give one description, and Part (3) gives another one). The first one is easier to verify, the second one is easier to formulate. Recall that the center $Z(G)$ of a group $G$ consists of all $x \in G$ such that $x y=y x$ for every $y \in G$. The series of normal subgroups $G_{1} \leq G_{2} \leq \ldots$ of $G$ is called the upper central series if $G_{1}=Z(G), G_{i+1} / G_{i}=Z\left(G / G_{i}\right), i \geq 1$. The
upper hypercenter of $G$ is the union of all $G_{i}$ in the upper central series of $G$. A group $G$ is called nilpotent of class $n$ if $G_{n}=G$.

Theorem 3.6.34 (Sapir [278]). Let $S$ be a finite semigroup.
(1) If $S$ is inherently non-finitely based, then it contains an inherently nonfinitely based subsemigroup of the form eSe, $e^{2}=e$.
(2) Suppose $S$ is a finite monoid and $d$ is the period of $S$ (that is $S$ satisfies the identity $x^{m}=x^{m+d}$ for some $m$ ). The semigroup $S$ is inherently non-finitely based if and only if the following property holds
(H) for some idempotent e of $S$ and some element a dividing e the elements eae and ea ${ }^{d+1} e$ do not lie in the same coset of the maximal subgroup $S_{e}$ with respect to the upper hypercenter $\Gamma\left(S_{e}\right)$. $S$ is inherently non-finitely based if and only if $S$ does not satisfy any nontrivial identity of the form $Z_{n}=W$ with $n \leq|S|^{3}$.

For each $n>3$ we define a word

$$
T_{n}\left(x, y, x_{2}, \ldots, x_{n}\right)
$$

by replacing in $Z_{n}\left(x, x_{2}, \ldots, x_{n}\right)$ the occurrences number $2,3, \ldots, n+1$ of $x$ by the letter $y$. For each identity $A=B$ we denote by $\alpha_{n}(A=B)$ the identity

$$
Z_{n}\left(A, x_{2}^{\prime}, \ldots, x_{n}^{\prime}\right)=T_{n}\left(A, B, x_{2}^{\prime}, \ldots, x_{n}^{\prime}\right)
$$

(the variables $x_{i}^{\prime}$ do not occur in $A$ or $B$ ).
Lemma 3.6.35. Suppose $S$ is a semigroup and $I$ is an ideal of $S$.uppose that $I$ is a semigroup with zero multiplication. Suppose also that $S / I$ satisfies an identity $A=B$. Then $S$ satisfies the identity $\alpha_{n}(A=B)$ for any $n>3$.

Proof. Consider an arbitrary substitution $\lambda$ of elements of $S$ for the letters of the identity $\alpha_{n}(A=B)$. Put $a=\lambda(A)$ and $b=\lambda(B)$. If $a$ or $b$ does not belong to $I$, then $a=b$ by the assumption that $S / I$ satisfies the identity $A=B$. Therefore, by definition of the word $T_{n}$, we have the equality $\lambda \alpha_{n}(A=B)$ (this expression means that if we apply $\lambda$ to the left and right sides of the identity $\alpha_{n}(A=B)$, we obtain a true equality). If, however, $a, b \in I$, then the equality $\lambda \alpha_{n}(A=B)$ is true because $I$ is a semigroup with zero multiplication (both sides of this equality are equal to zero in $I$ ).

We assume up to Lemma 3.6 .41 that $S$ is a finite semigroup and $I$ is an ideal of $S$ that is a completely simple semigroup $M(G, L, R, P)$ for some $G, L, R, P$.

Lemma 3.6.36. If $a, b \in S$ and eae $=$ ebe for every idempotent $e$ of $I$, then xay $=x b y$ for every $x, y \in I$.

Proof. For every $x$ in $I$ we denote by $x^{0}$ the identity element of a subgroup containing $x$. Suppose $x a y \neq x b y$ for some $x, y$ in $I$. Since $x=x x^{0}$ and $y=y^{0} y$, we have $x^{0} a y^{0} \neq x^{0} b y^{0}$. Using the representation of $I$ as a set of triples $L \times G \times R$, by Exercise 3.6.11, the elements $x^{0} a y^{0}$ and $x^{0} b y^{0}$ lie in a subgroup of $I$ of the form $\{l\} \times G \times\{r\}$ ( $l$ and $r$ are some elements of $L$ and $R$ respectively). By Exercise 3.6.12, $y^{0} x^{0} a y^{0} x^{0} \neq y^{0} x^{0} b y^{0} x^{0}$. Therefore $\left(y^{0} x^{0}\right)^{0} a\left(y^{0} x^{0}\right)^{0} \neq\left(y^{0} x^{0}\right)^{0} b\left(y^{0} x^{0}\right)^{0}$.

Taking $e=\left(y^{0} x^{0}\right)^{0}$, we obtain eae $\neq$ ebe, which contradicts an assumption of the lemma.

Lemma 3.6.37. Suppose that for some natural number $p$ and any $a \in S$ and $x, y \in I$ we have xay $=x a^{p} y$. Suppose also that $S / I$ satisfies an identity $A\left(x_{1}, \ldots, x_{n}\right)=B\left(x_{1}, \ldots, x_{n}\right)$ and $B$ is obtained from $A$ by replacing some occurrences of $x_{1}$ by $x_{1}^{p}$. Then $S$ satisfies the identity $\alpha_{k}(A=B)$ for every $k>3$.

Proof. Consider a substitution $\lambda$ of elements of $S$ for the letters of the identity $\alpha_{k}(A=B)$. We represent the right side of the identity $\alpha_{k}(A=B)$ arbitrarily in the form $u x_{1}^{p} v$, where $u$ and $v$ are words. Recall that the word $T_{k}$ is obtained from $Z_{k}\left(x, x_{2}, \ldots, x_{k}\right)$ by replacing k occurrences of $x$, beginning with the second one, by $y$. It follows that $A$ is an initial segment of $u$ and a terminal segment of $v$. We may assume $\lambda(A) \neq \lambda(B)$; hence $\lambda(A) \in I$. Consequently, $\lambda(u), \lambda(v) \in I$. Therefore, by hypothesis, $\lambda\left(u x_{1}^{p} v\right)=\lambda\left(u x_{1} v\right)$. Continuing in this way, we can replace all occurrences of $\lambda\left(x_{1}^{p}\right)$ in the right side of the equality $\lambda \alpha_{k}(A=B)$ by $\lambda\left(x_{1}\right)$ so that each occurrence of $\lambda(B)$ is replaced by $\lambda(A)$. As a result, the right side of this equality becomes graphically equal to the left.

Lemma 3.6.38. Suppose $N$ is the upper hypercenter of $G, k$ is divisible by the exponent of $G$ (i.e., the minimal number $\ell$ such that $x^{\ell}=1$ for every $x \in G$ ), and $m$ is greater than the length of the upper central series of $G$. Then $G$ satisfies the implication

$$
x=y(\bmod N) \rightarrow \alpha_{k}^{m}(x=y),
$$

where $\alpha_{k}^{m}(x=y)=\alpha_{k}\left(\alpha_{k}\left(\ldots \alpha_{k}(x=y) \ldots\right)\right)$.
Proof. Let $C$ be the center of $G$. If $C=1$, the lemma follows from the definition of $\alpha_{k}$. Suppose $C \neq 1$. Using induction on the length of the upper central series of $G$, we may assume that in $G$ satisfies the implication

$$
\begin{equation*}
x=y(\bmod N) \rightarrow \alpha_{k}^{m-1}(x=y)(\bmod C) \tag{3.6.1}
\end{equation*}
$$

Let us denote the left and right sides of the identity $\alpha_{k}^{m-1}(x=y)$ by $A$ and $B$. We replace the letters of the identity $\alpha_{k}(A=B)$ (or, what is the same, the letters of the identity $\alpha_{k}^{m}(x=y)$ ) by elements of $G$ by means of the substitution $\lambda$. In view of (3.6.1) if $\lambda(x)=\lambda(y)(\bmod N)$, then $\lambda(A)=\lambda(B)(\bmod C)$. Then $\lambda(A)=\lambda(B) c$ for some $c \in C$, and

$$
\begin{aligned}
& \lambda\left(T_{k}\left(A, B, x_{2}^{\prime}, \ldots, x_{k}^{\prime}\right)\right)=T_{k}(\lambda(A), \lambda(B), \ldots)=c^{k} T_{k}(\lambda(A), \lambda(A), \ldots) \\
& =T_{k}(\lambda(A), \lambda(A), \ldots)=Z_{k}\left(\lambda(A), \lambda\left(x_{2}^{\prime}\right), \ldots, \lambda\left(x_{k}^{\prime}\right)\right)=\lambda\left(Z_{k}\left(A, x_{2}^{\prime}, \ldots, x_{k}^{\prime}\right)\right),
\end{aligned}
$$

as desired.
Up to Lemma 3.6.41 we fix a number $k$ that is a multiple of the period of the semigroup $S$, and a number $m$ that is greater than the length of the upper central series of $G$. Let $N$ be a normal subgroup of $G$. We define a binary relation $\sigma_{N}$ on $S$ by setting
(1) $(x, y) \in \sigma_{N} \leftrightarrow x=y$ or $x, y \in I$ and $x=(l, g, r), y=(l, h, r)$ and $g=$ $h(\bmod N)$.

Exercise 3.6.39. Prove that $\sigma_{N}$ is a congruence on $S$.
Lemma 3.6.40. Let $N=\Gamma(G)$. If $S / \sigma_{N}$ satisfies the identity $A=B$, then $S$ satisfies the identity $\alpha_{k}^{m}(A=B)$.

Proof. We replace each letter $t$ of the identity $\alpha_{k}^{m}(A=B)$ by some element $\lambda(t)$ of $S$. Put $a=\lambda(A)$ and $b=\lambda(B)$. It suffices to consider the case where $a \neq b$. In this case $a, b \in I$ and $(a, b) \in \sigma$. Consequently, $a=(l, g, r)$ and $b=(l, h, r)$ for some $l, r, g, h$ with $g=h(\bmod N)$. We denote the idempotent $\left(l, p_{l r}^{-1}, r\right)$ by $e($ see Exercise (3.6.8). It is an identity element for $a$ and $b$. Consider the substitution $\lambda_{1}$ that coincides with $\lambda$ on the letters of the words $A$ and $B$, and sends every other letter $t$ to $e \lambda(t) e$. Since in the words $Z_{k}$ the letter $x_{1}$ appears in all odd positions (Exercise 2.5.5) and since $e$ is an identity element for $a$ and $b$, the left (right) side of the equality $\lambda_{1} \alpha_{k}^{m}(A=B)$ is equal to the left (right) side of the equality $\lambda \alpha_{k}^{m}(A=B)$. It is easy to see that $\lambda_{1}(t) \in I_{e}=\{l\} \times G \times\{r\}$ for every letter $t$ (prove it!). Since the group $I_{e}$ is isomorphic to $G$ and $g, h \in G, g=h(\bmod N)$, we can use Lemma 3.6.38 to conclude that the equality $\lambda_{1} \alpha_{k}^{m}(A=B)$ is true. Consequently, the equality $\lambda \alpha_{k}^{m}(A=B)$ is also true.

Lemma 3.6.41. Suppose $S$ is a finite semigroup of period d, and suppose that for every idempotent $e$ of $S$ and every element a dividing e the elements eae and ea ${ }^{d+1} e$ lie in the same coset of the upper hypercenter $\Gamma\left(S_{e}\right)$ in the group $S_{e}$. Then there exists a number $m_{0} \leq|S|^{2}$, such that for any $m>m_{0}$ and any $k$ that is a multiple of $d, k>3$, the identity $\alpha_{k}^{m}\left(x=x^{d+1}\right)$ is true in $S$.

Proof. By Exercise 3.6.26, $S$ possesses a chain of ideals $I_{1}<I_{2}<\cdots<I_{n}=S$, such that each of the quotients $I_{j} / I_{j-1}$ is either a semigroup with zero multiplication, or a completely simple semigroup, or a completely simple semigroup with adjoined zero. Using induction on $n$, we may assume that we have already found a number $m_{1} \leq\left|S / I_{1}\right|^{2}$ such that for any $m>m_{1}$ and any $k>3$ that is a multiple of $d$, the identity $\alpha_{k}^{m}\left(x=x^{d+1}\right)$ is true in $S / I_{1}$. If $I_{1}$ is a semigroup with zero multiplication, then, by Lemma 3.6.35, the identity $\alpha_{k}^{m+1}\left(x=x^{d+1}\right)$ is true in $S$ for any $m>m_{1}$, and as the desired number $m_{0}$ we can take, say, $m_{1}+1 \leq|S|^{2}$. Suppose $I_{1}$ is a completely simple semigroup. Then each element of $S$ divides each element of $I_{1}$. Let $N$ be the upper hypercenter of $G$. Consider the congruence $\sigma=\sigma_{N}$ defined before Exercise 3.6.39, Put $\bar{S}=S / \sigma$ and $\bar{I}=I_{1} / \sigma$. It is clear from the definition of $\sigma$ that $\bar{S} / \bar{I} \cong S / I_{1}$. By hypothesis, for any idempotent $e \in \bar{I}$ and any $a \in \bar{S}$ we have $e a e=e a^{d+1} e$. Then, by Lemma 3.6.36, $x a y=x a^{d+1} y$ for every $x, y \in I$. Since the right side of the identity $\alpha_{k}^{m}\left(x=x^{d+1}\right)$ is obtained from the left by replacing several occurrences of $x$ by $x^{d+1}$, we can apply Lemma 3.6.37. It implies that $\bar{S}$ satisfies the identity $\alpha_{k}^{m}\left(x=x^{d+1}\right)$. Therefore, in view of Lemma 3.6.40, $S$ satisfies the identity $\alpha_{k}^{m+1+l}\left(x=x^{d+1}\right)$, where $l$ is any number greater than the length of the upper central series of a maximal subgroup of $I_{1}$. Thus, as the desired $m_{0}$ we can take, say, $m_{1}+|S| \leq(|S|-1)^{2}+|S| \leq|S|^{2}$.

Now suppose that $I_{1}$ is a simple semigroup with an adjoined zero. Take $e=e^{2} \in I_{1}$. Let $J$ denote the set of elements of $S$ not dividing $e$. It is clear that $J$ is an ideal of $S$ and that $I_{1} \cap J=\{0\}$. Since $S<S / I_{1} \times S / J$ (check it!), we may assume that $J=\{0\}$ (otherwise we use the induction assumption for $S / I_{1}$ and
$S / J)$. We will prove that $S$ contains no zero divisors, i.e., non-zero elements $a, b$ such that $a b=0$. Suppose $a, b \in S \backslash\{0\}$. We have $e=u_{1} a v_{1}=u_{2} b v_{2}$ for some $u_{1}, v_{1}, u_{2}, v_{2}$ in $S^{1}$. Consequently $e=u_{2} b v_{2} u_{1} a v_{1}$, and hence $b v_{2} u_{1} a \neq 0$. By Part (3) of Exercise 3.6.26, $\left(b v_{2} u_{1} a\right)^{2}=b v_{2} u_{1}(a b) v_{2} u_{1} a \neq 0$ hence $a b \neq 0$. Thus $S \backslash\{0\}$ is a subsemigroup. By the induction assumption, the identity $\alpha_{k}^{m}\left(x=x^{d+1}\right)$ is true in $S \backslash\{0\}$ for any $m$ greater than some $m_{0} \leq(|S|-1)^{2}$. The left and right sides of this identity consist of the same letters. Therefore it is true on $S$. Consequently this $m_{0}$ is as desired.

Remark 3.6.42. Note that by definition, the left side of the identity $\alpha_{k}(x=$ $\left.x^{d+1}\right)$ is equal to $Z_{k}\left(x, x_{2}^{\prime}, \ldots, x_{k}^{\prime}\right)$. In view of Exercise 2.5.5, the left side of the identity $\alpha_{k}^{m}\left(x=x^{d+1}\right)$ differs from some word $Z_{n}$ only in the names of the variables. It is also obvious that this identity is nontrivial.

Exercise 3.6.43. Suppose that $G$ is a group, $a, b, c, d \in G$, and $a x b=c x d$ for all $x \in G$. Then $a c^{-1}, b d^{-1}$ belong to the center of $G$. Hint: Take $x=1$ to show that $c^{-1} a=d b^{-1}$. Then for every $x, c^{-1} a x=x d b^{-1}=x c^{-1} a$. Hence $c^{-1} a=d b^{-1}$ is in the center of $G$. Finally since $a c^{-1}$ is a conjugate of $c^{-1} a$, we get $a c^{-1}=c^{-1} a$.

Lemma 3.6.44. Suppose $I=M(G, L, R, P)$ is a finite completely simple semigroup and the center of the group $G$ is trivial. Suppose also that $a, b, c, d \in I$ and $a x b=c x d$ for every $x \in I$. Then $a x=c x$ and $x b=x d$ for every $x \in I$.

Proof. The equality $a x b=c x d$ and the definition of the Rees-Sushkevich semigroup $M(G, L, R, P)$ imply that $a x$ and $c x$ belong to the same maximal subgroup $I_{e}$ of $I$, and $x b$ and $x d$ belong to another maximal subgroup, say $I_{f}$. Fix $x$ and $z$. Suppose $a x=\left(i, g_{1}, j\right), c x=\left(i, g_{2}, j\right), z b=\left(s, h_{1}, q\right)$, and $z d=\left(s, h_{2}, q\right)$. Take any $y=(n, t, m) \in I$. We have $a x y z b=c x y z d$, i.e., $\left(i, g_{1} p_{n j} t p_{s m} h_{1}, q\right)=$ $\left(i, g_{2} p_{n j} t p_{s m} h_{2}, q\right)$. Hence

$$
g_{1} p_{n j} t p_{s m} h_{1}=g_{2} p_{n j} t p_{s m} h_{2} .
$$

Therefore by Exercise 3.6.43, $g_{1} g_{2}^{-1}$ and $h_{1} h_{2}^{-1}$ belong to the center of $G$. But, by our assumption, the center of $G$ is trivial; hence $g_{1}=g_{2}$ and $h_{1}=h_{2}$. Consequently $a x=c x, z b=z d$, as required.

Lemma 3.6.45. Suppose that $S$ is a periodic semigroup, $E=E(S)$ is the set of all idempotents of $S$, and for every $e$ in $E$ the semigroup eSe satisfies an identity $A\left(x_{i}, \ldots, x_{n}\right)=B\left(x_{i}, \ldots, x_{n}\right)$. Then the semigroup $S E S$ satisfies the identity

$$
x A\left(x_{1} x, \ldots, x_{n} x\right) x=x B\left(x_{1} x, \ldots, x_{n} x\right) .
$$

Proof. Indeed

$$
\begin{aligned}
& \text { uev } A\left(x_{1} u e v, \ldots, x_{n} u e v\right)=u A\left(e v x_{1} u e, \ldots, e v x_{n} u e\right) v \\
& =u B\left(e v x_{1} u e, \ldots, e v x_{n} u e\right) v=\operatorname{uev} B\left(x_{1} u e v, \ldots, x_{n} u e v\right)
\end{aligned}
$$

for every $e \in E, u, v, x_{1}, \ldots, x_{n} \in S$.
Proof of Theorem 3.6.34. We start with Part (2).
Let $S$ be a finite monoid, $d$ be the period of $S$. Suppose that $S$ is not inherently non-finitely based and $|S|$ is the smallest among counterexamples to
property (H) from Part (2) of the theorem. Then by Lemma 3.6.33 $S$ satisfies a nontrivial identity of the form

$$
\begin{equation*}
Z_{k}\left(x_{1}, \ldots, x_{k}\right)=W\left(x_{1}, \ldots, x_{k}\right) . \tag{3.6.2}
\end{equation*}
$$

Since $S$ is a monoid, removing $x_{1}$ from this identity gives another (shorter) identity of $S$ of this form. So we can assume that removing $x_{1}$ from $W$ produces $Z_{k-1}\left(x_{2}, \ldots, x_{k}\right)$.

By Lemmas 3.6.22 and 3.6.27 $S$ does not have divisors of the form $A_{2}$ or $B_{2}$ (for if, say, $B_{2}$ was a divisor of the monoid $S$, then $B_{2}^{1}$ would be a divisor too check it!). By Exercise 3.6.26, $S$ possesses a series of ideals $I_{1}<I_{2}<\ldots<I_{m}=S$ each of whose quotients $I_{j+1} / I_{j}$ is either a semigroup with zero multiplication, or a completely simple semigroup or a completely simple semigroup with zero adjoined. Take an idempotent $e \in S$ and an element $a$ dividing $e$, that is $e \in S a S$, but

$$
\begin{equation*}
e a e \neq e a^{d+1} e\left(\bmod \Gamma\left(S_{e}\right)\right) . \tag{3.6.3}
\end{equation*}
$$

By the minimality of $|S|$, we may assume that $e \in I_{1}$ and $S$ does not contain 0 : otherwise we take $S / I_{1}$ or $S \backslash\{0\}$ instead of $S$. We may also assume that the center of $S_{e}$ is trivial: otherwise we pass from $S$ to $S / \sigma_{N}$ where $N=\Gamma\left(S_{e}\right)$ (the congruence $\sigma_{N}$ was defined before Exercise 3.6.39). Indeed, $S / \sigma_{N}$ is not inherently non-finitely based as a quotient of $S$, and eae is not equal to $e a^{d+1} e$ modulo $\Gamma(G / N)=\{1\}$, but the number of elements in $S / \sigma_{N}$ would be smaller than in $S$.

Take the smallest number $k$ with the following property: there exists a word $U\left(x_{1}, \ldots, x_{k}\right)$ different from $Z_{k}\left(x_{1}, \ldots, x_{k}\right)$ and turning into $Z_{k-1}\left(x_{2}, \ldots, x_{k}\right)$ after deleting $x_{1}$, such that

$$
\begin{equation*}
p Z_{k}\left(x_{1}, \ldots, x_{k}\right) q=p U\left(x_{1}, \ldots, x_{k}\right) q \tag{3.6.4}
\end{equation*}
$$

for all $p, q \in I_{1}$ and $x_{1}, \ldots, x_{k} \in S$. Such a $k$ exists in view of (3.6.2) and our assumptions about $W$ (indeed, $W$ satisfies all the needed conditions except having the smallest number of distinct letters).

Assume that $k>1$. Then $x_{k}$ occurs only once in $U$ and $U$ can be represented as $U_{1} x_{k} U_{2}$ where $U_{1}, U_{2}$ do not contain $x_{k}$. By (3.6.4) we have

$$
p Z_{k-1} x_{k} Z_{k-1} q=p U_{1} x_{k} U_{2} q
$$

for all $p, q, x_{1} \in I_{1}$ and $x_{1}, \ldots, x_{k-1} \in S$. By Lemma 3.6.44 we have

$$
p Z_{k-1} q=p U_{1} q, p Z_{k-1} q=p U_{2} q .
$$

Since $U$ differs from $Z_{k}$, one of $U_{1}, U_{2}$ differs from $Z_{k-1}$, which contradicts the minimality of $k$.

Hence $k=1$. Thus for any $p, q \in I_{1}$ and any $x \in S$ we have $p x q=p x^{l} q$ where $l$ is some natural number greater than 1 and not depending on $p, q, x$. Since $S$ is finite of period $d$, it satisfies the identity $x^{m}=x^{m+d}$ for some $m$. Hence

$$
e a e=e a^{l} e=\ldots=e a^{l^{m}} e=e a^{l^{m}+d} e=e a^{l^{m}}\left(a^{d} e\right)=e a\left(a^{d} e\right)=e a^{d+1} e .
$$

Here we used the fact that if $a^{m}=a^{m+d}$, then $a^{m^{\prime}}=a^{m^{\prime}+d}$ for every $m^{\prime}>m$ (prove this property of finite cyclic semigroups!). We get a contradiction with (3.6.3).

This proves that if $S$ is inherently non-finitely based, then property (H) holds.

Suppose that property (H) holds for a finite semigroup $S$ (not necessarily a monoid). Then by Lemma 3.6.41, $S$ satisfies the identity $\alpha_{k}^{m}\left(x=x^{d+1}\right)$ for some $k, m$. This identity is nontrivial and its left-hand side differs from some $Z_{n}$ only by names of variables by Remark 3.6.42. Hence $S$ is not inherently non-finitely based by Lemma 3.6.33, This proves Part (2) of Theorem 3.6.34.

Now let us prove Part (1). Suppose that all subsemigroups of the form $e S e$ are not inherently non-finitely based. We must show that $S$ itself is not inherently non-finitely based. By the property (H), every submonoid $e S e$ of $S$ satisfies the assumptions of Lemma 3.6.41. By Lemma 3.6.41, eSe satisfies $\alpha_{k}^{m}\left(x=x^{d+1}\right)$ for some $k, m$. We can of course choose $k, m$ (big enough) independent of $e$. Therefore all submonoids $e S e$ satisfy the same nontrivial identity of the form $Z_{n}=W$ by Remark 3.6.42, Then by Lemma 3.6.45, the identity

$$
x Z_{n}\left(x_{1} x, \ldots, x_{n} x\right)=x W\left(x_{1} x, \ldots, x_{n} x\right)
$$

is true in $S E S$ where $E$ is the set of idempotents of $S$. The left-hand side of this identity is equal to $Z_{n+1}\left(x, x_{1}, \ldots, x_{n}\right)$ by Exercise 2.5.5 and differs from the right-hand side. Since $S / S E S$ is nilpotent by Lemma 3.1.16, it satisfies the identity $Z_{k}=0$ for some $k$ (say, $k=|S|$ is enough). Therefore $S$ satisfies a nontrivial identity,

$$
Z_{n+1}\left(Z_{k}, x_{k+1}, \ldots, x_{k+n}\right)=Z_{k} W\left(x_{k+1} Z_{k}, \ldots, x_{k+n} Z_{k}\right),
$$

which completes the proof of Part (1).
Finally let us prove Part (3). If $S$ satisfies a nontrivial identity of the form $Z_{k}=W$, then $S$ is not inherently non-finitely based by Lemma 3.6.33. Suppose that $S$ is not inherently non-finitely based. Then all its submonoids $e S e$ are not inherently non-finitely based. By Lemma 3.6.41 each $e S e$ satisfies $\alpha_{k}^{m}\left(x=x^{d+1}\right)$, and we can take $k, m \leq|S|$. By Remark 3.6.42 the left-hand side of this identity differs from some $Z_{r}, r \leq|S|^{2}$, only by the names of the letters. Hence $e S e$ satisfies a nontrivial identity of the form $Z_{|S|^{2}}=W$ (independent of $e$ ). By Lemma 3.6.45 then $S E S$ satisfies the nontrivial identity $Z_{|S|^{2}+1}=W^{\prime}$. Since $S / S E S$ is nilpotent of class at most $|S|$, we obtain that $S$ satisfies a nontrivial identity of the form $Z_{|S|^{2}+1+|S|}=W^{\prime \prime}$. It remains to note that $|S|^{2}+1+|S| \leq|S|^{3}$ if $|S|>1$. If $|S|=1$, then $S$ satisfies the identity $x=x^{2}$, and the condition of Part (1) holds also.

Remark 3.6.46. Note that by using a little bit more care we could lower the estimate in Property (3) of Theorem $\widehat{3.6 .34}$ from $|S|^{3}$ to $|S|^{2}$.

Remark 3.6.47. By Theorem 3.6.28 $B_{2}^{1}$ is inherently non-finitely based, and so every finite semigroup having $B_{2}^{1}$ as a divisor is inherently non-finitely based. Note, though, that not every inherently non-finitely based finite semigroup $S$ has $B_{2}^{1}$ in var $S$, examples have been found in [278. Jackson [159] described
all minimal finite inherently non-finitely based semigroups $T$. In other words he found a list of finite inherently non-finitely based semigroups so that for every inherently non-finitely based finite semigroup $S$ one of the semigroups from that list is in $\operatorname{var} S$. It turned out that any such list is infinite.

Nevertheless we have the following result, which we shall give here as an exercise. It follows from Theorem 3.6.34.

Exercise 3.6.48 (Sapir [278]). If all subgroups of a finite semigroup $S$ are nilpotent, then $S$ is inherently non-finitely based if and only if $B_{2}^{1} \in \operatorname{var} S$ (in fact if and only if $B_{2}^{1}$ is a divisor of $\left.S \times S\right)$.

### 3.7. Growth functions of semigroups

3.7.1. The definition. Let $S$ be a semigroup generated by a finite set $A$, and let $f_{A}$ be the growth function of $S$ with respect to $A$, that is $f_{A}(n)$ is the number of elements of $S$ represented by words in $A$ of length at most $n$ (see Section 1.5). Clearly, $f_{A}(n)$ is bounded from above by the exponential function $|A|^{n}$. We say that the growth of $S$ is polynomial if $f_{A}(n)$ is bounded from above by $n^{k}$ for some $k<\infty$. The infimum of all such $k$ is called the Gelfand-Kirillov dimension of $S$ [109]. We say that growth is exponential if $f_{A}$ is bounded from below by an exponential function $e^{\alpha n}, \alpha>0$. In this case the number $\lim \sup _{n \rightarrow \infty} \sqrt[n]{f_{A}(n)}$ is called the exponential growth rate of $S$ with respect to $A$. We say that the growth is intermediate if it is neither polynomial nor exponential. Since the growth functions of a semigroup relative to two different finite generating sets are equivalent (see Section 1.5), having polynomial (exponential, intermediate) growth does not depend on the choice of a finite generating set. Moreover in the case of polynomial growth, the Gelfand-Kirillov dimension does not depend on the choice of a finite generating set.

Example 3.7.1. Let $S$ be the free commutative monoid with free generating set $A=\left\{a_{1}, \ldots, a_{k}\right\}$ (see Exercise 1.8.18). Then every element $s$ of $S$ is uniquely represented by a word of the form

$$
\begin{equation*}
a_{1}^{r_{1}} \ldots a_{k}^{r_{k}} \tag{3.7.1}
\end{equation*}
$$

$r_{i} \geq 0$. The sum $r_{1}+r_{2}+\ldots+r_{k}$ is the minimal length of a word representing $s$ in $S$. Hence the number $f(n, k)$ of elements of length $n$ satisfies $f(0, k)=1$ for every $k \geq 1, f(n, 1)=n+1$ and the relation

$$
f(n, k)=f(n-1, k)+f(n, k-1)
$$

for every $n \geq 1, k \geq 2$ (indeed, the first summand in the right-hand side counts words (3.7.1) with $r_{1}>0$ and the second summand counts words with $r_{1}=0$ ). These conditions completely determine the number $f(n, k)$ for all $n, k$. Note that the binomial coefficient $\binom{n+k}{k}$ satisfies the same conditions (prove it using Exercise 1.1.4). Hence $f(n, k)=\binom{n+k}{k}$ for all $n, k$. The right-hand side of this equality is a polynomial in $n$ with the highest term $\frac{n^{k}}{k!}$ (see Exercise 1.1.1), so the growth function is polynomial and the Gelfand-Kirillov dimension of $S$ is $k$.

Example 3.7.2. Let $S$ be the free $k$-generated monoid with free generating set $A$, then all words of length $\leq n$ in $A$ represent different elements of $S$, so

$$
f_{A}(n)=\sum_{m=0}^{n} k^{m}=\frac{k^{n+1}-1}{k-1},
$$

so the growth is exponential and the exponential growth rate is $k$.
There exists a natural partial order on growth functions, and in general on all non-decreasing functions $\mathbb{N} \rightarrow \mathbb{N}$ :

$$
f_{1}<f_{2} \Longleftrightarrow \text { there exists } C>1 \text { such that for all } n f_{1}(n) \leq C f_{2}(C n)+C .
$$

So $f_{1}$ and $f_{2}$ are equivalent (in the sense of Section 1.5) if and only if $f_{1}<f_{2}$ and $f_{2}<f_{1}$ (prove it!).

Exercise 3.7.3. Prove that if a semigroup $S_{1}$ is a subsemigroup (homomorphic image) of a semigroup $S_{2}$ and both semigroups are finitely generated, then the growth function of $S_{1}$ does not exceed the growth function of $S_{2}$. Hint: If $S_{1}=\left\langle X_{1}\right\rangle$ is a subsemigroup of $S_{2}=\left\langle X_{2}\right\rangle$, show that the growth function of $S_{2}$ with respect to the generating set $X_{1} \cup X_{2}$ cannot be smaller than the growth function of $S_{1}$ with respect to $X_{1}$, then use Exercise 1.5.1. If $S_{1}$ is a homomorphic image of $S_{2}=\left\langle X_{2}\right\rangle$, then use the fact that the image $X_{1}$ of $X_{2}$ generates $S_{1}$ and if an element $s \in S_{2}$ is represented by a word of length $\leq n$ in the alphabet $X_{2}$, then the image of $s$ in $S_{1}$ is represented by a word of length $\leq n$ in $X_{1}$. Moreover every element of $S_{1}$ that is represented by a word of length $\leq n$ in $X_{1}$ is a homomorphic image of an element of $S_{2}$ that can be represented by a word of length $\leq n$ in $X_{2}$.

Hence every subsemigroup of a semigroup with polynomial growth has polynomial growth (and the Gelfand-Kirillov dimension of a subsemigroup does not exceed the Gelfand-Kirillov dimension of the ambient semigroup), and every semigroup containing a subsemigroup of exponential growth has exponential growth itself.
3.7.2. Chebyshev, Hardy-Ramanujan and semigroups of intermediate growth. Although it is not obvious that semigroups of intermediate growth exist, here we present relatively easy constructions of such semigroups. For this we need two classical results from outside of Combinatorial Algebra.
3.7.2.1. The Chebyshev theorem about primes. For every natural number $n$ let $\pi(n)$ denotes the number of primes $\leq n$. Say, $\pi(1)=0, \pi(2)=1, \pi(10)=4$, etc. The next theorem was proved by Chebyshev in 1850 . We present a proof based on some ideas of Erdös (he used these ideas to prove another Chebyshev theorem that for every natural $n$ there is a prime between $n$ and $2 n$ ).

Theorem 3.7.4. There exists a constant $c>0$ such that for every natural number $n$ we have

$$
\frac{c n}{\ln n} \leq \pi(n) \leq n-1
$$

Remark 3.7.5. In fact as was proved by Hadamard and de la Vallee-Poussin in 1890 [147], the limit $\lim _{n \rightarrow \infty} \frac{\pi(n)}{n / \ln n}$ is equal to 1 .

Proof of Theorem 3.7.4. The inequality $\pi(n) \leq n-1$ is obvious, so we should only prove the inequality $\frac{c n}{\ln n} \leq \pi(n)$. For every natural number $m$ consider the middle binomial coefficient $\binom{2 m}{m}$ in the Newton expansion of $(1+1)^{2 m}=4^{m}$.

Exercise 3.7.6. Prove that $\binom{2 m}{m} \geq \frac{4^{m}}{2 m+1}$. Hint: Use the Pascal triangle formula (see Exercise 1.1.4) to prove that the middle binomial coefficient is the biggest one. Then use the fact that the sum of the binomial coefficients is $4^{m}$ (by Exercise 1.1.1), and the number of them is $2 m+1$.

For a prime $p$ and a number $m$ we define $o_{p}(m)$ as the largest exponent of $p$ that divides $m$. Note that $o_{p}\left(m_{1} m_{2}\right)=o_{p}\left(m_{1}\right)+o_{p}\left(m_{2}\right)$ and if $m_{1}$ divides $m_{2}$, then $o_{p}\left(\frac{m_{1}}{m_{2}}\right)=o_{p}\left(m_{1}\right)-o_{p}\left(m_{2}\right)$ (why?).

Exercise 3.7.7. For every natural number $m$ and prime $p$ we have

$$
o_{p}(m!)=\sum_{i=1}^{r}\left\lfloor\frac{m}{p^{i}}\right\rfloor
$$

where $r$ is such that $p^{r} \leq m \leq p^{r+1}$. Hint: There are $\left\lfloor\frac{m}{p}\right\rfloor$ numbers $\leq m$ that are divisible by $p,\left\lfloor\frac{m}{p^{2}}\right\rfloor$ numbers $\leq m$ that are divisible by $p^{2}$, etc.

Lemma 3.7.8. If $\left.k=o_{p}\binom{2 m}{m}\right)>0$, i.e., $p$ divides $\binom{2 m}{m}$, then $p^{k} \leq 2 m$.
Proof. Let $r$ be the natural number such that $p^{r} \leq 2 m<p^{r+1}$. Then by Exercise 3.7.7 $k=o_{p}\left(\binom{2 m}{m}\right)=o_{p}((2 m)!)-2 o_{p}(m!)=\sum_{i=1}^{r}\left\lfloor\frac{2 m}{p^{i}}\right\rfloor-2 \sum_{i=1}^{r}\left\lfloor\frac{m}{p^{2}}\right\rfloor=$ $\sum_{i=1}^{r}\left(\left\lfloor\frac{2 m}{p^{i}}\right\rfloor-2\left\lfloor\frac{m}{p}\right\rfloor\right) \leq r$ because for every positive real number $x$ we have $\lfloor 2 x\rfloor-$ $2\lfloor x\rfloor \leq 1$ (why?). Therefore $p^{k} \leq p^{r} \leq 2 m$.

Now let us deduce the theorem from this lemma. Since $\pi(n+1) \leq \pi(n)+1$ for every $n$, we can assume that $n=2 m$ is even. Let $k=\pi(2 m)$. Every prime that divides $\binom{2 m}{m}$ does not exceed $2 m$ (why?). Therefore $\binom{2 m}{m}=\prod_{i=1}^{\ell} p_{i}^{a_{i}}$, where all primes $p_{i}$ are different and $p_{i} \leq 2 m$, so $\ell \leq k$. Hence

$$
\ln \binom{2 m}{m}=\sum a_{i} \ln p_{i} .
$$

By Lemma 3.7.8, each $a_{i} \ln p_{i}$ does not exceed $\ln 2 m$. Hence by Exercise 3.7.6

$$
\ell \geq \frac{\ln \binom{2 m}{m}}{\ln (2 m)} \geq \frac{\ln \frac{4^{m}}{2 m+1}}{\ln (2 m)} \geq c \frac{2 m}{\ln (2 m)}
$$

for some $c>0$. Thus $\pi(2 m) \geq c \frac{2 m}{\ln (2 m)}$.
3.7.2.2. The Hardy-Ramanujan theorem about partitions. Let $n$ be a natural number. A representation of $n$ as a sum $k_{1}+k_{2}+\ldots+k_{m}$ where $k_{1} \geq k_{2} \ldots \geq k_{m}$ is called a partition of $n$. The number $p(n)$ of different partitions of $n$ is the Hardy-Ramanujan partition function [146]).

The famous Hardy-Ramanujan partition formula 308 gives that

$$
p(n) \sim \frac{1}{4 n \sqrt{3}} e^{\pi \sqrt{\frac{2 n}{3}}}
$$

i.e., the quotient of $p(n)$ by the right-hand side of this formula tends to 1 as $n \rightarrow \infty$. We shall use the following much easier inequality.

Theorem 3.7.9. For every natural n,

$$
\begin{equation*}
p(n) \leq 2 n^{3 \sqrt{n}} \tag{3.7.2}
\end{equation*}
$$

Proof. First consider the partitions where every summand does not exceed $\sqrt{n}$. The number of summands is at most $n$, so the number of such partitions does not exceed $n^{\sqrt{n}}$. Now consider the partitions with a summand $>\sqrt{n}$. The number of possible maximal summans of such a partition does not exceed $n$. If we remove a biggest summand $a$, we get a partition of $n-a$. Therefore

$$
p(n) \leq n p(n-\lfloor\sqrt{n}\rfloor)+n^{\sqrt{n}}
$$

EXERCISE 3.7.10. Complete the proof of the theorem.
3.7.2.3. A semigroup of matrices. The semigroup from the next theorem was found by Okniński, the proof is due to Nathanson [244].

THEOREM 3.7.11. Let $S$ be the semigroup of $2 \times 2$-matrices (under multiplication) generated by the set $A=\{a, b\}$ where

$$
a=\left(\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right), b=\left(\begin{array}{ll}
1 & 0 \\
1 & 0
\end{array}\right)
$$

Then $S$ has intermediate growth.

Proof. Let us observe that $S$ satisfies the following relations:

$$
b^{2}=b, b a^{k} b=(k+1) b
$$

Therefore for any positive integers $k_{1}, \ldots, k_{r}$ we have

$$
b a^{k_{1}} b a^{k_{2}} b \cdots b a^{k_{r}} b=\prod_{i=1}^{r} b a^{k_{i}} b=\left(\prod_{i=1}^{r}\left(k_{i}+1\right)\right) b
$$

Let $p_{1}, \ldots, p_{r}$ be distinct prime numbers not exceeding $\sqrt{n}$ for some $n \geq 1$. Then

$$
\begin{equation*}
b a^{p_{1}-1} b a^{p_{2}-1} b \cdots b a^{p_{r}-1} b=\left(\prod_{i=1}^{r} p_{i}\right) b \tag{3.7.3}
\end{equation*}
$$

The length of that element does not exceed

$$
\sum_{i=1}^{r} p_{i}+1 \leq r \sqrt{n}+1 \leq \sqrt{n} \pi(\sqrt{n})+1
$$

where $\pi(m)$ is the number of primes not exceeding $m$. By Theorem 3.7.4

$$
\frac{c n}{\ln n} \leq \pi(n) \leq n-1
$$

for some constant $c>0$. The length of the element in (3.7.3) does not exceed

$$
\sqrt{n}(\sqrt{n}-1)+1 \leq n
$$

for every $n \geq 1$. All the elements (3.7.3) are distinct since every integer uniquely decomposes as a product of primes [147, and so every subset of primes not exceeding $\sqrt{n}$ gives a different element of $S$ of length at most $n$. This gives the superpolynomial lower bound for the growth function:

$$
f_{A}(n) \geq 2^{\pi(\sqrt{n})} \geq 2^{\frac{2 c \sqrt{n}}{\ln n}}
$$

To compute the upper bound let $s \in S$ and the length of the shortest word in $a, b$ representing $s$ be at most $n$. Since we are finding a super-polynomial upper bound for the number of such elements, we can ignore a few (bounded number) of sets with polynomial number of elements. Thus we can ignore elements of the form $a^{k}, k=1, \ldots, n$ and $a^{u} b a^{v}$ with $u+v \leq n-1$. Hence we can assume that $s$ has the form $a^{u} s^{\prime} a^{v}$, where

$$
s^{\prime}=b a^{k_{1}} b a^{k_{2}} \ldots b a^{k_{r}} b
$$

where $u+v \leq n, r, k_{1}, \ldots, k_{r}$ are positive integers such that $k_{1}+\ldots+k_{r}+r+1 \leq n$. By (3.7.3), every permutation of $k_{i}$ 's gives the same element, hence we can assume that $k_{1} \geq \ldots \geq k_{r} \geq 1$. With every such element $s^{\prime}$ we associate the following partition of the natural number $n$ :

$$
n=\left(k_{1}+1\right)+\ldots+\left(k_{r}+1\right)+1+\ldots+1
$$

where the number of 1 's at the end is

$$
n-\sum_{i=1}^{r} k_{i}-r \geq 0 .
$$

Thus we have a surjective map from the set of all partitions of $n$ to the set of elements $s^{\prime}$ as above.

Theorem 3.7.9 gives $n^{2} e^{\sqrt{n} \ln n}$ as an upper bound for the growth function up to the equivalence. Thus $S$ has intermediate growth.

Here is a syntactic representation of $S$. Consider the semigroup $S^{\prime}$ defined by the following presentation

$$
\operatorname{sg}\left\langle a, b \mid b^{2}=b, b a^{m} b a^{n} b=b a^{m n+m+n} b, m, n \in \mathbb{N}\right\rangle
$$

The identity map $a \mapsto a, b \mapsto b$ extends to a homomorphism from $S^{\prime}$ to $S$ (since the relations of $S^{\prime}$ obviously hold in $S$ ). It is easy to see that the rewriting system $b^{2} \rightarrow b, b a^{m} b a^{n} b \rightarrow b a^{m n+m+n} b, m, n \in \mathbb{N}$ is Church-Rosser (prove it!). The canonical words have one of the forms $b, a^{u}(u \geq 1), a^{u} b a^{v}(u+v \geq 1)$,
$a^{u} b a^{v} b a^{w}(v \geq 1)$. It is easy to see that these words represent different elements in $S$ (prove it!). Hence the homomorphism $S^{\prime} \rightarrow S$ is an isomorphism.

Note that a similar semigroup

$$
S^{\prime \prime}=\operatorname{sg}\left\langle a, b \mid b^{2}=b, b a^{m} b a^{n} b=b a^{n} b a^{m} b, m, n \in \mathbb{N}\right\rangle
$$

was considered by Belyaev, Sesekin and Trofimov in 41. They proved that $S^{\prime \prime}$ has intermediate growth also. The semigroup $S$ is clearly a quotient of $S^{\prime \prime}$, and the estimation of growth from the above for $S^{\prime \prime}$ is similar to the estimation from the proof of Theorem 3.7.11. An exact estimate (up to equivalence) of the growth functions of $S$ and $S^{\prime \prime}$ was found in [199]. It turned out that the growth function of $S$ is equivalent to $2^{\sqrt{n / \ln n}}$ and the growth function of $S^{\prime \prime}$ is equivalent to $2^{\sqrt{n}}$.

Okniński and others (see [253, 254, 65] and the references therein) studied other finitely generated matrix semigroups over fields. In fact Okniński [253] found the first matrix semigroup of intermediate growth. Cedó and Okniński formulated the following

Conjecture 3.7.12. A finitely generated semigroup of matrices over a field has exponential growth if and only if it contains a free subsemigroup of rank at least 2.

The "if" part of the conjecture is obvious, but the "only if" part is still open. They proved the conjecture in the case when the sizes of matrices are at most 4. Note that Okniński and Salwa proved the following related result:

Theorem 3.7.13 (Okniński, Salwa [255]). A (not necessarily finitely generated!) semigroup of matrices over a finitely generated field contains no free subsemigroups of rank at least 2 if and only if $S$ satisfies a nontrivial semigroup identity.
3.7.2.4. A semigroup of automatic transformations. Another example of a semigroup of intermediate growth was found in [24]. It seems quite different but is in fact very similar.

Theorem 3.7.14 (Bartholdi, Reznykov, Sushchansky, [24]). The semigroup of automatic transformations defined by the Mealy automaton on Figure 1.2 has growth function equivalent to $2^{\sqrt{n}}$.

Proof. It turns out that the semigroup $S$ defined by this Mealy automaton has the following syntactic description (presentation):

$$
\mathcal{P}=\operatorname{mn}\left\langle x, y \mid x^{2}=1, y(x y)^{p}(y x)^{p} y^{2}=y(x y)^{p}(y x)^{p}, p \geq 0\right\rangle .
$$

The proof is contained in the following four exercises.
Exercise 3.7.15. Prove that the semigroup $S$ satisfies the relations from $\mathcal{P}$ if we replace $x$ by $M_{q_{0}}$ and $y$ by $M_{q_{1}}$.

Exercise 3.7.16. Prove that the presentation $\mathcal{P}$ is Church-Rosser.

Exercise 3.7.17. Prove that the canonical words of the rewriting system $\mathcal{P}$ (i.e., all words that do not contain the left-hand sides of the relations from $\mathcal{P}$ ) are the empty word, the word $x$, and all words of the form

$$
\begin{equation*}
x^{\epsilon_{1}} y(x y)^{p_{1}} y(x y)^{p_{2}} y \cdots(x y)^{p_{k}} y(x y)^{p_{k+1}} x^{\epsilon_{2}} \tag{3.7.4}
\end{equation*}
$$

where $\epsilon_{1}, \epsilon_{2} \in\{0,1\}, 0 \leq p_{1}<p_{2}<\cdots<p_{k}, p_{k+1} \geq 0$. Deduce that for every word $w$ in $x, y$, its canonical form is not longer than $w$.

Exercise 3.7.18. If $u, v$ are canonical words of the rewriting system $\mathcal{P}$, and $M_{u}, M_{v}$ are the automatic transformations corresponding to these words (where $x$ is replaced by $M_{q_{0}}, y$ is replaced by $M_{q_{1}}$ ), then $M_{u}, M_{v}$ are different. Thus there exists a word $w$ such that $M_{u}(w) \neq M_{v}(w)$.

Now we see (using the second part of Exercise 3.7.17) that elements of $S$ of length at most $n>1$ are precisely the empty word, the word $x$, and the words (3.7.4) with $\epsilon_{1}+\epsilon_{2}+k+2\left(p_{1}+\cdots+p_{k+1}\right) \leq n$. As in the proof of Theorem 3.7.11, this gives the desired estimates of the growth function.

### 3.8. Inverse semigroups

3.8.1. Basic facts about inverse semigroups. Recall that a semigroup with unary operation ${ }^{-1}$ is called an inverse semigroup if it satisfies the identities $\left(x^{-1}\right)^{-1}=x, x x^{-1} x=x, x x^{-1} y y^{-1}=y y^{-1} x x^{-1}$. The basic properties of inverse semigroups are formulated below as an exercise.

Exercise 3.8.1 (Basic properties of inverse semigroups). Show that the following properties of inverse semigroups hold.
(1) Every inverse semigroup contains an idempotent, idempotents form a commutative subsemigroup (i.e., a semilattice).
(2) A semigroup is inverse if and only if for every $x$ there exists $y$ such that $x y x=x$ (i.e., the semigroup is regular) and its idempotents commute.
(3) The monoid $B=\operatorname{mn}\langle a, b \mid a b=1\rangle$ is an inverse semigroup (it is called the bicyclic semigroup). The presentation of $B$ is Church-Rosser. The normal forms are $b^{m} a^{n}, m, n \geq 0$. An element of $B$ is an idempotent if and only if it is equal to $b^{n} a^{n}$ for some $n$. Every homomorphic image of $B$ is isomorphic to either $B$ itself or to a cyclic group. Show that $B$ is the syntactic monoid of the Dyck language (see Exercise 1.8.52).
(4) Every semilattice of groups (in particular, every semilattice) is an inverse semigroup.
(5) A completely 0 -simple semigroup $M=M^{0}(G, I, J, P)$ is inverse if and only if $P$ is a matrix of 0 's and 1's where every row and every column contains exactly one 1 , i.e., $P$ is obtained from the identity matrix by permuting the rows and permuting the columns (in this case $M$ is called a Brandt semigroup over the group $G$ ).
(6) If $S_{1}, S_{2}, \ldots$ are inverse semigroups with zero 0 , so that $S_{i} \cap S_{j}=\{0\}$ for every $i \neq j$, then define an operation on the union $S=\cup S_{i}: a \cdot b=a b$, if $a, b$ are in one of the $S_{i}$, and $a \cdot b=0$ otherwise. Then $S$ is an inverse semigroup (it is called the 0 -direct sum of $S_{1}, S_{2}, \ldots$ ).

Here are three more advanced (but still not that difficult) exercises, see [269]. We say that an inverse semigroup $S$ has height $h$ if every chain of idempotents $e_{1}<e_{2}<\ldots$ (in the natural partial order, see Section 3.1) has at most $h$ elements.

Exercise 3.8.2. Prove that an inverse semigroup is of height 1 if and only if it is a group. Show that an inverse semigroup of height $>1$ has an ideal that is of height 1 .

Exercise 3.8.3. Prove that an inverse semigroup with zero has height 2 if and only if it is a zero-direct sum of Brandt semigroups. Prove that every inverse semigroup $S$ of height $h \geq 2$ with zero has an ideal $I$, which is of height 2 , and such that $S / I$ has height $h-1$.

Exercise 3.8.4. Prove that an inverse semigroup does not contain the bicyclic semigroup as a subsemigroup if and only if every $\mathcal{J}$-class is $\{0\}$ or a Brandt semigroup with zero removed (a semigroup where all $\mathcal{J}$-classes are $\{0\}$ or completely 0 -simple semigroups with zeroes removed is called completely semisim$p l e)$.
3.8.2. Identities of finite inverse semigroups, Zimin words, and subshifts. Here we shall prove

Theorem 3.8.5 (Sapir [280]). Every finite inverse semigroup belongs to a locally finite finitely based variety of inverse semigroups, so it is not inherently non-finitely based.

Lemma 3.8.6. The Brandt semigroup $B_{2}$ considered as an inverse semigroup satisfies the following identity

$$
\begin{equation*}
x y x=x y x y y^{-1} \tag{3.8.1}
\end{equation*}
$$

Therefore every 0 -direct sum of Brandt semigroups of arbitrary sizes over arbitrary groups satisfies this identity.

Exercise 3.8.7. Prove this lemma.
Let $\hat{Z}_{n}$ be the Zimin word $Z_{n}$ without the last letter (which is $x_{1}$ ).
Lemma 3.8.8. Every inverse semigroup $S$ of height $h$ satisfies the identity

$$
\begin{equation*}
\hat{Z}_{h+1}=\hat{Z}_{h+1} x_{1} x_{1}^{-1} \tag{3.8.2}
\end{equation*}
$$

Proof. Let us use induction on height $h$. Suppose first that $S$ does not have a zero. If $h=1$, then $S$ is a group by Exercise 3.8.3 and (3.8.2) clearly holds. Thus we may assume that $h \geq 2$. Then by Exercise 3.8.3 $S$ has an ideal $I$ of height 1 that is a nontrivial group and $S / I$ is of height at most $h$. Consider two homomorphisms $\phi, \psi$ of $S$. The homomorphism $\phi$ is the natural homomorphism $S \rightarrow S / I$. The homomorphism $\psi$ is from $S$ to $I$, it takes every $s \in S$ to ese where $e$ is the identity element of $I$ (show that $\psi$ is a homomorphism). Then the homomorphism $\gamma: S \rightarrow S / I \times I$ that takes every $s \in S$ to $(\phi(s), \psi(s)$ is injective (prove that!). Therefore $S$ is a subsemigroup of $S / I \times I$. The group $I$ satisfies the identity (3.8.2). Thus it is enough to show that $S / I$ satisfies this identity.

Since $S / I$ has a zero, it is suffices to assume that $S$ has a zero and height $\geq 2$.

Then by Exercise $3.8 .3 S$ has an ideal $I$ of height 2 such that $S / I$ has height at most $h-1$.

By Exercise 3.8.3, $I$ is a 0 -direct sum of Brandt semigroups. By the induction hypothesis $S / I$ satisfies $\hat{Z}_{h}=\hat{Z}_{h} x_{1} x_{1}^{-1}$. Consider the word $\hat{Z}_{h+1}$. By the definition of $Z_{n}$ abd the definition of an inverse semigroup we have

$$
\hat{Z}_{h+1} \equiv Z_{h} x_{h+1} \hat{Z}_{h}=\hat{Z}_{h} x_{1} x_{h+1} \hat{Z}_{h}=\hat{Z}_{h} x_{1}\left(\hat{Z}_{h} x_{1}\right)^{-1}\left(\hat{Z}_{h} x_{1}\right) x_{h+1} \hat{Z}_{h} .
$$

Let us take any homomorphism $\phi$ of the free inverse semigroup into $S$ and let $a=\phi\left(\hat{Z}_{h}\right), b=\phi\left(x_{1}\right), c=\phi\left(\left(\hat{Z}_{h} x_{1}\right)^{-1}\left(\hat{Z}_{h} x_{1}\right) x_{h+1}\right)$. We have to prove

$$
a b c a=a b c a b b^{-1} .
$$

Suppose that $a \notin I$. Since the identity $\hat{Z}_{h}=\hat{Z}_{h} x_{1} x_{1}^{-1}$ holds in $S / I$, we have $a=a b b^{-1}$ hence

$$
a b c a=a b c a b b^{-1} .
$$

Suppose that $a \in I$. Then $b c \in I$ since $b c \in S a S$. By Lemma 3.8.6, $I$ satisfies the identity $x y x=x y x y y^{-1}$. Therefore we have

$$
\begin{aligned}
& a b c a=a b c a(b c)(b c)^{-1}=a b c a b c c^{-1} b^{-1}=a b c a b c c^{-1} b^{-1}\left(b b^{-1}\right) \\
& =a b c a b c(b c)^{-1}\left(b b^{-1}\right)=a b c a b b^{-1} .
\end{aligned}
$$

Thus in both cases we obtained the desired equality $a b c a=a b c a b b^{-1}$.
Now let us take a finitely generated inverse semigroup $S$ with all subgroups locally finite, which satisfies identity (3.8.2). Suppose that $S$ is infinite. Then there exists a geodesic uniformly recurrent bi-infinite word $U$. Let $A=A(n, U)$ be the number from Lemma 3.3.18,

Lemma 3.8.9. Let $u, v, w$ be consecutive subwords of $U$ such that $|u| \geq A,|v| \geq$ $A, w$ may be empty. Then (3.8.2) implies the identity uvwu $=u v w u v v^{-1}$.

Proof. Let $p$ be the longest prefix of $v$ such that the identity $u v w u=$ uvwupp ${ }^{-1}$ follows from (3.8.2). If $v=p$ we are done, so suppose that $v \neq p$. Let $v=p a q$ for some letter $a$ and word $q$. We have uvwup = upaqwup. Since upa is a subword in $U$ and $\mid$ upa $\mid \geq A$ by Lemma 3.3.18 there exists an endomorphism $\phi$ of the free semigroup such that upa $=u_{1} \phi\left(Z_{n}\right)$ and $\phi\left(x_{1}\right)=a$. Therefore $u p=u_{1} \phi\left(\hat{Z}_{n}\right)$. Thus identity (3.8.2) implies the identity $u p=u p a a^{-1}$. Therefore we have identities uvwu $=u v w u p p^{-1}=$ uvupaa $^{-1} p^{-1}=\operatorname{uvwupa}(p a)^{-1}$, which contradicts the maximality of the prefix $p$.

Remark 3.8.10. Consider the (finite) set of all subwords of $U$ of length $2 A$. Since $U$ is uniformly recurrent, there exists a number $B$ such that every subword of $U$ of length $B$ contains every subword in this set. Let $u$ and $v$ be any two subwords of $U$ of lengths $\geq 2 B$. Let $a, b$ be the corresponding elements of $S$.

Lemma 3.8.11. The elements $a$ and $b$ are $\mathcal{J}$-related, i.e., $a=c_{1} b d_{1}, b=c_{2} a d_{2}$ for some elements $c_{1}, c_{2}, d_{1}, d_{2}$ from $S^{1}$.

Proof. It is enough to prove that (3.8.2) implies an identity of the form $u=s v t$ for some words $s, t$. We may assume that the length of $v$ is a multiple of $A$. Let us represent $v$ as a product $v_{1} \ldots v_{k}$ of words of length $A$. For every $i=1, \ldots, k$ let $v(i)=v_{1} \ldots v_{i}$. Since $u$ contains every subword of $U$ of length $2 A$, it may be represented as a product $u_{1} v_{1} v_{2} u_{2}$ and $\left|u_{1}\right| \geq B$. Let $i \geq 2$ be the biggest number such that the identity $u=u_{1} v(i) v(i)^{-1} v_{1} v_{2} u_{2}$ follows from (3.8.2). If $i=k$, then $u=u_{1} v\left(v^{-1} v_{1} v_{2} u_{2}\right)$ and we are done. Suppose $i<k$.

Since $\left|u_{1}\right| \geq B, u_{1}$ contains the subword $v_{i} v_{i+1}$. Therefore $u_{1}=u_{3} v_{i} v_{i+1} u_{4}$ for some $u_{3}, u_{4}$ and

$$
u_{1} v(i) v(i)^{-1} v_{1} v_{2} u_{2}=u_{3} v_{i} v_{i+1} u_{4} v(i) v(i)^{-1} v_{1} v_{2} u_{2}
$$

By Lemma 3.8.9 the identity (3.8.2) implies the identity

$$
v_{i} v_{i+1} u_{4} v(i)=v_{i} v_{i+1} u_{4} v(i) v_{i+1} v_{i+1}^{-1}
$$

Hence we can deduce identities

$$
u=u_{3} v_{i} v_{i+1} u_{4} v(i) v_{i+1} v_{i+1}^{-1} v(i)^{-1} v_{1} v_{2} u_{2}=u_{1} v(i+1) v(i+1)^{-1} v_{1} v_{2} u_{2}
$$

which contradicts the maximality of $i$.
ExERCISE 3.8.12. Prove that the identity (3.8.2) does not hold in the bicyclic semigroup.

Lemma 3.8.13. Let $S$ be an inverse semigroup with all subgroups locally finite. If $S$ satisfies identity (3.8.2), then $S$ is locally finite.

Proof. By Exercise 3.8.12, $S$ does not contain the bicyclic semigroup. Therefore $S$ is completely semisimple, so every $\mathcal{J}$-class of $S$ is a Brandt semigroup with zero removed. Suppose $S$ is infinite and $U$ is an irreducible bi-infinite uniformly recurrent word for $S$. Let number $B$ be as in Remark 3.8.10. By Lemma 3.8.11 all subwords of $U$ of length $\geq 2 B$ represent elements of the same $\mathcal{J}$-class $D$ of $S$. Let $R \subset S$ be the set of these words, $I$ be the ideal generated by $D, J$ be the (unique) maximal ideal in $I$ that does not contain $D$. Then elements represented by words in $R$ are in $I \backslash J$. Then $I / J$ is a Brandt semigroup whose maximal subgroup is a maximal subgroup of $S$. Hence $I / J$ is locally finite by Exercise 3.6.21. Therefore words from $R$ represent only finitely many elements of $I / J$. Hence they represent only finitely many elements in $S$. This contradicts the fact that $U$ is irreducible.

Now we are ready to prove Theorem 3.8.5.
Proof. Let $T$ be a finite inverse semigroup. Then all groups in the variety of inverse semigroups generated by $S$ form a subvariety $\mathcal{V}$ generated by the maximal subgroups of $S$ (see Exercise 3.6.31), so $\mathcal{V}$ is locally finite and by the Oates-Powell Theorem 1.4 .33 is given by a finite number of identities $v_{1}=1, v_{2}=$ $1, \ldots, v_{m}=1$ in the class of all groups, where $v_{i}=v_{i}\left(x_{1}, \ldots, x_{k}\right)$ is a group word (that is a word over the alphabet $\left\{x_{1}, \ldots, x_{k}\right\}^{ \pm 1}$ ). Consider the relatively free semigroup $F$ of rank $k$ in var $T$. By Lemma 3.8.13, $F$ is finite. So $F$ has a
minimal idempotent $e$ (see Exercise 3.1.2). Let $u$ be a word in the alphabet $x_{1}, \ldots, x_{k}$ that represents $e$ in $F$. Then $T$ satisfies the identity

$$
\begin{equation*}
u=u^{2} . \tag{3.8.3}
\end{equation*}
$$

By Exercise 3.1.11, $e F e$ is a subgroup of $F$. Hence $T$ satisfies the identities

$$
\begin{equation*}
v_{i}\left(u x_{1} u, \ldots, u x_{k} u\right)=u, i=1, \ldots, m \tag{3.8.4}
\end{equation*}
$$

Every group satisfying identities (3.8.3), (3.8.4) satisfies all identities $v_{i}=1$, $i=1, \ldots, m$, and so belongs to $\mathcal{V}$ and is locally finite. By Lemma 3.8.8, $T$ satisfies the identity (3.8.2). Thus $T$ belongs to the variety $\mathcal{W}$ given by the identities (3.8.2), (3.8.3), (3.8.4). Now by Lemma 3.8.13 $\mathcal{W}$ is locally finite and Theorem 3.8.5 is proved.
3.8.3. Inverse semigroups of bi-rooted inverse automata. Here are some further nice examples of important inverse semigroups (see Margolis and Meakin [220]).

Let $G$ be a group generated by a finite set $X$, and let $\Gamma$ be the corresponding Cayley graph. We build an inverse monoid from $\Gamma$ in the following way. Let $M_{X}(G)$ be the set of all pairs $(\Psi, g)$ where $\Psi$ is a finite connected subgraph of $\Gamma, g \in G$, and $\Psi$ contains the vertices 1 and $g$. With every such $\Psi$ and every $h \in G$, we can define the translation of $\Psi$ by $h$, the subgraph $h \Psi$ in the natural way (just multiply all vertices by $h$, and use the fact that $\Gamma$ is the right Cayley graph, so if $g \rightarrow g x$ is an edge, then $h g \rightarrow h g x$ is also an edge). We can view each pair $(\Psi, g)$ from $M_{X}(G)$ as a rooted inverse automaton with input vertex 1 and output vertex $g$. Since ( $\Psi, g$ ) has just one input vertex and one output vertex, it is called a bi-rooted automaton. We define the multiplication operation on $M_{X}(G)$ as follows:

$$
\left(\Psi_{1}, g_{1}\right) \cdot\left(\Psi_{2}, g_{2}\right)=\left(\Psi_{1} \cup g_{1} \cdot \Psi_{2}, g_{1} g_{2}\right),
$$

where $\Gamma \cup g \cdot \Delta$ simply denotes the union of the corresponding subgraphs of $\Gamma$.
We also define the inverse by $(\Psi, g)^{-1}=\left(g^{-1} \Psi, g^{-1}\right)$.
Exercise 3.8.14. Show that $M_{X}(G)$ with these operations is an inverse monoid. Show that the idempotents of $M_{X}(G)$ are precisely all the pairs $(\Psi, 1)$, i.e., the bi-rooted automata were input and output vertices coincide.

Exercise 3.8.15. Show that the map $(\Psi, g) \mapsto g$ is a homomorphism from $M_{X}(G)$ onto $G$ such that the preimage of 1 is the set of all idempotents of $M_{X}(G)$. Thus $M_{X}(G)$ is an E-unitary cover of $G$.

Exercise 3.8.16 (Munn, [241]). Let $F=\mathrm{gp}\langle X\rangle$ be a free group. Show that then $M_{X}(F)$ is the free inverse monoid whose free generators are the pairs $(e, x), x \in X$, where $e$ is an edge labeled by $x$ with tail 1 . Hint: First show that $M_{X}(F)$ is indeed generated by the pairs $(e, x)$ as above, the inverse of $(e, x)$ is $\left(e^{-1} x\right)$. Let $S$ be an inverse semigroup generated by the set $X$. For every bi-rooted automaton $(\Psi, g)$ let $p$ be any path in $\Psi$ that starts at 1 , ends at $g$ and passes through every edge in at least one direction at least once. Let $\operatorname{Lab}(p)$ be the label of that path and $\psi(p)$ be the element of $S$ represented by Lab $(p)$ in $S$.

Show (using the fact that the underlying graph of $\Psi$ is a tree) that $\psi(p)$ does not depend on the choice of $p$, and depends only on $(\Psi, g)$. Then show that $\psi$ coincides with $\phi$ on the bi-rooted automata ( $e, x$ ), and is a homomorphism from $M_{X}(F)$ to $S$.

For more on $E$-unitary covers and semigroups of bi-rooted automata see the survey by Margolis, Meakin, Sapir [221] and the references therein.

### 3.9. Subshifts and automata. The road coloring problem

We have seen that subshifts are useful for studying semigroups (Section 3.3.2). Here we show that semigroups (more precisely, semigroup acts) are useful in studying subshifts.
3.9.1. Synchronizing automata. A complete automaton $\mathcal{A}=(Q, A)$, from the algebraic viewpoint, is an algebra with $|A|$ unary operations defined on the set $Q$ since we can view $\mathcal{A}$ as the Cayley graph of the free monoid $A^{*}$ acting on $Q$. This means that we may apply basic algebraic notions presented in Section 1.4 to complete automata.

Let $(Q, A)$ be the Cayley graph of a free semigroup $A^{+}$acting on a finite set $Q$. Then every word $w$ in $A^{*}$ corresponds to a function $q \mapsto q \cdot w$ from $Q$ to $Q$. The automaton $(Q, A)$ is called synchronizing if there exists a word $w \in A^{+}$ such that the corresponding function is constant, that is all paths labeled by $w$ in ( $Q, A$ ) have the same terminal vertex. Any word $w$ with this property is said to be a reset word for the automaton.


Figure 3.1. The automaton $\mathcal{C}$

Exercise 3.9.1. Figure 3.1 shows a synchronizing automaton with 4 vertices ${ }^{11}$ denoted by $\mathcal{C}$. Prove that the word $a b^{3} a b^{3} a$ resets the automaton, the corresponding transformation takes every vertex to 1 . Prove that $a b^{3} a b^{3} a$ is the shortest reset word for $\mathcal{C}$.

[^6]The notion of a synchronizing automaton came from real life applications of automata in E. Moore [236] and Ginsburg [113]. In these applications, finite automata served as a mathematical model of discrete devices such as computers or relay control systems. The problem they tried to solve was: how can we return the device to an appropriate state if we do not know its current state and cannot observe outputs produced by the device under various control actions (think of a satellite that circles around the Moon and can be controlled from the Earth, but the result of executing control commands cannot be observed while the satellite is "behind" the Moon.)?
3.9.2. The road coloring problem. Recall that for every complete automaton ( $Q, A$ ), in the underlying graph $\Gamma$, each vertex has the same out-degree $k=|A|$.

Given a graph $\Gamma=(V, E)$ where all vertices have the same out-degree $k$, one can ask whether there exists an action of $\operatorname{mn}\langle A\rangle$ on $V$ such that $\Gamma$ is the underlying graph of the corresponding complete automaton, and the automaton satisfies some nice properties. The road coloring problem is certainly the most famous question within this framework. It asks under which conditions on $\Gamma$, one of the automata $(Q, A)$ with underlying graph $\Gamma$ admits a reset word.

The name of the problem suggested in [6] comes from the following interpretation. Imagine a city with many streets and street intersections (exactly two streets meet at every intersection). We would like to help a traveler who is lost in the city find his/her way to a prescribed destination (the City Hall or a hospital). For this, we color the blocks of the streets between intersections in certain colors. The result is an automaton whose underlying graph is the map of the city and the alphabet - the colors of the street blocks. Now if there was a reset word, we could put it on the map, so that the traveler can follow the word and arrive at a prescribed destination starting at any point in the city. Moreover, if there are several travelers at different street corners in the city and they start following the reset word at the same time walking with the same speed, then all of them will meet at the same time at the hospital (or City Hall). Of course that problem is not very practical because, for example, the reset word can be very long, and paths following the reset word could visit the same street intersection many times before the traveler arrives at the hospital. The problem actually originated in a serious study of subshifts by Adler, Goodwyn and Weiss [6]; in an implicit form it was present already in an earlier book by Adler and Weiss [8. As Adler, Goodwyn and Weiss, we shall consider only strongly connected graphs (this is not a very restrictive assumption, see Volkov [327].)

Example 3.9.2. The graph in Figure 1.1 admits a synchronizing labelingin fact, each of the two of its labelings shown in Figure 1.1 is synchronizing. Moreover, it can be shown that every complete automaton with that underlying graph is synchronizing.

Exercise 3.9.3. In contrast to Example 3.9.2, the graph shown in Figure 3.2 admits both synchronizing and non-synchronizing labelings. Find such labelings,
and for the synchronizing one, construct a reset word of minimum length that leads to the vertex 0 .


Figure 3.2. Graph admitting a synchronizing labeling

ExERCISE 3.9.4. (1) Find a synchronizing labeling of the Cayley graph of the group of all permutations of $\{1,2,3\}$ with respect to the generating set consisting of permutations

(2) Do the same for the Cayley graph of the Dihedral group $D_{2 n}$ for odd $n$ with respect to its generating set introduced in Exercise 1.8.21.
(3) Is there a synchronizing labeling for the Cayley graph of $D_{2 n}$ (with respect to the generating set from Exercise 1.8.21) if $n$ is even?

The following necessary condition was found in [6]:
Proposition 3.9.5. If a strongly connected graph $\Gamma=(V, E)$ admits a synchronizing labeling, then the greatest common divisor of lengths of all cycles in $\Gamma$ is equal to 1.

Proof. By contradiction, let $k>1$ be a common divisor of lengths of the cycles in $\Gamma$. Take a vertex $v_{0} \in V$ and, for $i=0,1, \ldots, k-1$, let
$V_{i}=\left\{v \in V \mid\right.$ there exists a path from $v_{0}$ to $v$ of length $\left.i(\bmod k)\right\}$.
Clearly, $V=\bigcup_{i=0}^{k-1} V_{i}$. We claim that $V_{i} \cap V_{j}=\varnothing$ if $i \neq j$.
Let $v \in \stackrel{i=0}{V} V_{i} V_{j}$ where $i \neq j$. This means that in $\Gamma$ there are two paths from $v_{0}$ to $v$ : of length $\ell \equiv i(\bmod k)$ and of length $m \equiv j(\bmod k)$. Since $\Gamma$ is strongly connected, there exists also a path from $v$ to $v_{0}$. Let $n$ be its length. Combining that path with the two paths above we get a cycle of length $\ell+n$ and a cycle of
length $m+n$. Since $k$ divides the length of any cycle in $\Gamma$, we have $\ell+n \equiv i+n \equiv 0$ $(\bmod k)$ and $m+n \equiv j+n \equiv 0(\bmod k)$, hence $i \equiv j(\bmod k)$, a contradiction.

Thus, $V$ is a disjoint union of $V_{0}, V_{1}, \ldots, V_{k-1}$, and by the definition each edge in $\Gamma$ leads from $V_{i}$ to $V_{i+1(\bmod k)}$. Then $\Gamma$ definitely cannot be converted into a synchronizing automaton by any labeling of its edges: no paths of the same length $\ell$ originating in $V_{0}$ and $V_{1}$ can terminate in the same vertex because they end in $V_{\ell(\bmod k)}$ and in $V_{\ell+1(\bmod k)}$ respectively.

Graphs satisfying the conclusion of Proposition 3.9.5 are called primitive. Adler, Goodwyn and Weiss [6] conjectured that primitivity not only is necessary for a graph to have a synchronizing labeling but also is sufficient. In other word, they suggested the following

Conjecture 3.9.6 (Road coloring conjecture). Every strongly connected primitive graph with constant out-degree admits a synchronizing labeling.

The road coloring conjecture was finally proved by Trahtman [317]. But the first step was done by Culik, Karhumäki and Kari [77]. They defined the confluence relation ~ on an automaton $Q$ as follows:
$q \sim q^{\prime} \Longleftrightarrow$ for all $u \in A^{*}$ there exists $v \in A^{*}$ such that $q \cdot u v=q^{\prime} \cdot u v$. Any pair of vertices ( $q, q^{\prime}$ ) such that $q \neq q^{\prime}$ and $q \sim q^{\prime}$ is called confluent. ${ }^{2}$

Exercise 3.9.7. Prove that the confluence relation on an automaton $(Q, A)$ is an equivalence relation, and a congruence relation on the automaton considered as an algebra with $|A|$ unary operations corresponding to the labels of edges.

Proposition 3.9.8 (Culik, Karhumäki and Kari [77). If every strongly connected primitive graph with constant out-degree and more than one vertex has a labeling with a confluent pair of vertices, then the road cloring conjecture is true.

Proof. Let $\Gamma$ be a strongly connected primitive graph with constant outdegree. We show that $\Gamma$ has a synchronizing labeling by induction on the number of vertices in $\Gamma$. If $\Gamma$ has only one vertex, there is nothing to prove. If $\Gamma$ has more than one vertex, then, by the assumption, it admits a labeling with a confluent pair of vertices by the letters of some alphabet $A$. Let $\mathcal{A}$ be the automaton resulting from this labeling. By Exercise [3.9.7, the confluence relation is a congruence of $\mathcal{A}$. Since the congruence is nontrivial, the quotient automaton $\mathcal{A} / \sim$ has fewer vertices than $A$. Since the quotient graph of every strongly connected graph is again strongly connected (check it!), the underlying graph $\Gamma / \sim$ of $\mathcal{A} / \sim$ is strongly connected. Moreover, since each cycle in $\Gamma$ induces a cycle of the same length in $\Gamma / \sim$, the latter graph is primitive as well. Therefore, by the induction assumption, the graph $\Gamma / \sim$ admits a synchronizing labeling.

We lift this labeling to a labeling of $\Gamma$ in the following natural way. If $p \rightarrow q$ is an edge in $\Gamma$, let $[p],[q]$ denote the $\sim$-congruence classes of $p, q$. If in the new labeling of the quotient graph, the edge $[p] \rightarrow[q]$ has label $a^{\prime}$, then we relabel

[^7]$p \rightarrow q$ by $a^{\prime}$ as well. An important feature of this relabeling procedure is that it is consistent with the confluence relation $\sim$ in the following sense. Suppose $p \xrightarrow{a} q$ and $p^{\prime} \xrightarrow{a} q^{\prime}$ are two transitions with the same label in $\mathcal{A}$ such that $p \sim p^{\prime}$ and $q \sim q^{\prime}$. Then $[p]=\left[p^{\prime}\right],[q]=\left[q^{\prime}\right]$ and the two transitions induce the same transition $[p] \xrightarrow{a}[q]$ in $\mathcal{A} / \sim$. If it is being recolored to $[p] \xrightarrow{a^{\prime}}[q]$ for some $a^{\prime} \in A$, then the two transitions are being changed in the same way such that the resulting transitions $p \xrightarrow{a^{\prime}} q$ and $p^{\prime} \xrightarrow{a^{\prime}} q^{\prime}$ still have a common label. This implies, in particular, that if two vertices are in the same equivalence class of $\sim$ in the old labeling, then they are in the same class of $\sim$ in the new labeling (why?).

Let $\mathcal{A}^{\prime}$ be the automaton resulting from the lifted labeling; we will show that $\mathcal{A}^{\prime}$ is synchronizing.

Let $w$ be a reset word for the synchronizing labeling of $\Gamma / \sim$. Then $w$ maps the set of all vertices to a set $S$ that is contained in a single congruence class of $\sim$. Let us order the vertices in $S$ arbitrarily: $S=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$. Since $x_{1} \sim x_{2}$, there exists a word $v_{1}$ such that $x_{1} \cdot v_{1}=x_{2} \cdot v_{1}$. Then $S \cdot v_{1}$ is again inside a congruence class of $\sim$ and there exists a word $v_{2}$ such that $\left(x_{2} \cdot v_{1}\right) \cdot v_{2}=\left(x_{3} \cdot v_{1}\right) \cdot v_{2}$. Then consider $S \cdot v_{1} v_{2}$ and the pair of vertices $x_{3} \cdot v_{1} v_{2}, x_{4} \cdot v_{1} v_{2}$. Continuing in that manner, we will find words $v_{1}, \ldots, v_{n-1}$ such that $S \cdot v_{1} v_{2} \ldots v_{n-1}$ consists of one vertex (see Figure 3.3). Therefore the word $w v_{1} v_{2} \cdots v_{n-1}$ is a reset word for $A^{\prime}$.


Figure 3.3. Synchronizing a ~-class

Using Proposition 3.9.8, Kari proved 172 the road coloring conjecture for complete automata with the same in-degree and out-degree of every vertex. For Trahtman's proof of the complete road coloring conjecture we need to concentrate on the action of the cyclic semigroup generated by a single letter. For this, we need some auxiliary notions and results.

Let $\mathcal{A}=(Q, A)$ be a complete automaton. A pair $(p, q)$ of distinct vertices is compressible if $p \cdot w=q \cdot w$ for some $w \in A^{*}$; otherwise it is incompressible. A subset $P \subseteq Q$ is said to be compressible if $P$ contains a compressible pair and to be incompressible if every pair of distinct vertices in $P$ is incompressible. Clearly, if $P$ is incompressible, then for every word $u \in A^{*}$, the set $P \cdot u=\{p \cdot u \mid p \in P\}$ also is incompressible and $|P|=|P \cdot u|$.

Lemma 3.9.9. Let $P$ be an incompressible set of vertices of maximum size in a complete automaton $\mathcal{A}=(Q, A)$. Suppose that there exist a word $w \in A^{*}$ and a vertex $q \in P$ such that $q \cdot w \neq q$ but $p \cdot w=p$ for all $p \in P^{\prime}=P \backslash\{q\}$. Then the pair $(q, q \cdot w)$ is confluent.

Proof. Let $q^{\prime}=q \cdot w$. Take an arbitrary word $u \in A^{*}$; we have to show that $q \cdot u v=q^{\prime} \cdot u v$ for a suitable word $v \in A^{*}$. Clearly, we may assume that $q \cdot u \neq q^{\prime} \cdot u$. Since the set $P \cdot w u$ is incompressible, the vertex $q^{\prime} \cdot u=q \cdot w u$ forms an incompressible pair with every vertex in $P^{\prime} \cdot u=P^{\prime} \cdot w u$. Similarly, since the set $P \cdot u$ is incompressible, the vertex $q \cdot u$ also forms an incompressible pair with every vertex in $P^{\prime} \cdot u$, and of course every pair of distinct vertices in $P^{\prime} \cdot u$ is incompressible too. Now $P^{\prime} \cdot u \cup\left\{q \cdot u, q^{\prime} \cdot u\right\}$ has more than $|P|$ elements so it must be compressible, and the above analysis shows that the only pair in $P^{\prime} \cdot u \cup\left\{q \cdot u, q^{\prime} \cdot u\right\}$ that may be compressible is the pair $\left(q \cdot u, q^{\prime} \cdot u\right)$. Thus, there is a word $v \in A^{*}$ such that $q \cdot u v=q^{\prime} \cdot u v$.

Suppose that $\mathcal{A}=(Q, A)$ is a complete automaton. Fix a letter $a \in A$ and remove all edges of $\mathcal{A}$ except those labeled by $a$ (in other words, consider the act induced by the cyclic monoid $\{a\}^{*}$ and its Cayley graph). The remaining graph is called the underlying graph of $a$ or simply the $a$-graph. Thus, in the $a$-graph every vertex is the tail of exactly one edge. Since the function on $Q$ induced by the action of $a$ generates a finite cyclic semigroup, we can apply Exercise 1.8.7 and conclude that for every vertex $q \in Q$ there exists a nonnegative integer $\ell$ and some integer $m>\ell$ with $q \cdot a^{\ell}=q \cdot a^{m}$, so we have a path as on Figure 3.4. The


Figure 3.4. The orbit of a vertex in the underlying graph the letter $a$
least nonnegative integer $\ell$ such that $q \cdot a^{\ell}=q \cdot a^{m}$ for some $m>\ell$ is called the $a$-height of the vertex $q$ and the vertex $q \cdot a^{\ell}$ is called the $b u d$ of $q$. The cycles of the $a$-graph are referred to as $a$-cycles.

Lemma 3.9.10. Let $\mathcal{A}=(Q, A)$ be a complete strongly connected automaton. Suppose that there is a letter $a \in A$ such that all vertices of maximal a-height $L>0$ have the same bud. Then $\mathcal{A}$ has a confluent pair.

Proof. Let $M$ be the set of all vertices of $a$-height $L$. Then $q \cdot a^{L}=q^{\prime} \cdot a^{L}$ for all $q, q^{\prime} \in M$ hence no pair of vertices from $M$ is incompressible. Thus, any incompressible set in $\mathcal{A}$ has at most one common vertex with $M$. Take an incompressible set $S$ of maximum size in $\mathcal{A}$ and choose any vertex $p \in S$. Since the automaton $\mathcal{A}$ is strongly connected, there is a path from $p$ to a vertex in $M$. If $u \in A^{*}$ is the word that labels this path, then $S^{\prime}=S \cdot u$ is an incompressible set of maximum size and it has exactly one common vertex with $M$ (namely, $p \cdot u$ ). Then $S^{\prime \prime}=S^{\prime} \cdot a^{L-1}$ is an incompressible set of maximum size that has all its vertices except one (namely, $p \cdot u a^{L-1}$ ) in some $a$-cycles-the latter conclusion is ensured by our choice of $L$. If $m$ is the least common multiple of the lengths of all simple $a$-cycles, then $r \cdot a^{m}=r$ for every $r$ in every $a$-cycle but $\left(p \cdot u a^{L-1}\right) \cdot a=$ $p \cdot u a^{L} \neq p \cdot u a^{L-1}$. We see that Lemma 3.9.9 applies (with $S^{\prime \prime}$ playing the role $P$ and $a^{m}$ playing the role of $w$ ).

Now we are ready to start the proof of Trahtman's road coloring theorem. Let us first explicitly formulate the result.

Theorem 3.9.11. Every strongly connected primitive graph $\Gamma$ with constant out-degree admits a synchronizing labeling.

Proof. If $\Gamma$ has just one vertex, there is nothing to prove. Thus, we assume that $\Gamma$ has more than one vertex and prove that it admits a labeling with a confluent pair of vertices. The result will then follow from Proposition 3.9.8,

Fix an arbitrary labeling of $\Gamma$ by letters from an alphabet $A$ and take an arbitrary letter $a \in A$. We induct on the number $N$ of vertices that do not lie on any $a$-cycle in the chosen labeling.

Suppose first that $N=0$. This means that all vertices belong to $a$-cycles (i.e., the $a$-height of every vertex is 0 ).

We say that a vertex $p$ of $\Gamma$ is ramified if it is the tail for two edges with different heads.

If we suppose that no vertex in $\Gamma$ is ramified, then there is just one $a$-cycle (since $\Gamma$ is strongly connected) and all cycles in $\Gamma$ have the same length. This contradicts the assumption that $\Gamma$ is primitiv $\epsilon^{3}$.

Thus, let $p$ be a vertex that is ramified. Then there exists a letter $b \in A$ such that the vertices $q=p \cdot a$ and $r=p \cdot b$ are not equal. We exchange the labels of the edges $p \xrightarrow{a} q$ and $p \xrightarrow{b} r$, see Figure 3.5. It is clear that in the new labeling there is only one vertex of maximal $a$-height, namely, the vertex $q$. Thus, Lemma 3.9.10 applies and the induction basis is verified.

Now suppose that $N>0$. We denote by $L$ the maximum $a$-height of the vertices in the chosen labeling. Observe that $N>0$ implies $L>0$.

Let $p$ be a vertex of height $L$. Since $\Gamma$ is strongly connected, there is an edge $p^{\prime} \rightarrow p$ with $p^{\prime} \neq p$, and by the choice of $p$, the label of this edge is some letter

[^8]

Figure 3.5. Relabeling in the basis of induction
$b \neq a$. Let $t=p^{\prime} \cdot a$. One has $t \neq p$. Let $r=p \cdot a^{L}$ be the bud of $p$ and let $C$ be the $a$-cycle on which $r$ lies.

The following considerations split in several cases. In each case except one we can re-label $\Gamma$ by swapping the labels of two edges so that the new labeling either satisfies the condition of Lemma 3.9.10 (all vertices of maximal $a$-height have the same bud) or has more vertices on the $a$-cycles (and the induction assumption applies). In the remaining case finding a confluent pair will be easy.

## Case 1: $p^{\prime}$ is not in $C$.



Figure 3.6. Relabeling in Case 1
We swap the labels of $p^{\prime} \xrightarrow{b} p$ and $p^{\prime} \xrightarrow{a} t$, see Figure 3.6 . If $p^{\prime}$ was on the $a$ path from $p$ to $r$, then the swapping creates a new $a$-cycle increasing the number of vertices on the $a$-cycles. If $p^{\prime}$ was not on the $a$-path from $p$ to $r$, then the $a$-height of $p^{\prime}$ becomes $L+1$ hence every vertex $z$ of maximal $a$-height in the new automaton is an aascendant of $p^{\prime}$, that is $p^{\prime}=z \cdot a^{k}$ for some $k \geq 0$, and thus has $r$ as the bud.

Case 2: $p^{\prime}$ is in $C$. Let $k_{1}$ be the least integer such that $r \cdot a^{k_{1}}=p^{\prime}$. The vertex $t=p^{\prime} \cdot a$ is also in $C$. Let $k_{2}$ be the least integer such that $t \cdot a^{k_{2}}=r$. Then the length of $C$ is $k_{1}+k_{2}+1$.

Subcase 2.1: $k_{2} \neq L$. Again, we swap the labels of $p^{\prime} \xrightarrow{b} p$ and $p^{\prime} \xrightarrow{a} t$, see Figure 3.7. 3 If $k_{2}<L$, then the swapping creates an $a$-cycle of length $k_{1}+L+1>$ $k_{1}+k_{2}+1$ increasing the number of vertices on the $a$-cycles. If $k_{2}>L$, then the $a$-height of $t$ becomes $k_{2}$ hence all vertices of maximal $a$-height in the new automaton are $a$-ascendants of $t$ and thus have the same bud.

Let $s$ be the vertex of $C$ such that $s \cdot a=r$.


Figure 3.7. Relabeling in Subcase 2.1
Subcase 2.2: $k_{2}=L$ and $s$ is ramified. Since $s$ is ramified, there is a letter $c$ such that $s^{\prime}=s \cdot c \neq r$.


Figure 3.8. Relabeling in Subcase 2.2
We swap the labels of $s \xrightarrow{c} s^{\prime}$ and $s \xrightarrow{a} r$, see Figure 3.7. If $r$ still lies on an $a$-cycle, then the length of the $a$-cycle is at least $k_{1}+k_{2}+2$ and the number of vertices on the $a$-cycles increases. Otherwise, the $a$-height of $r$ becomes at least $k_{1}+k_{2}+1>L$ hence all vertices of maximal $a$-height in the new automaton are $a$-ascendants of $r$ and have a common bud.

Let $q$ be the vertex on the $a$-path from $p$ to $r$ such that $q \cdot a=r$.
Subcase 2.3: $k_{2}=L$ and $q$ is ramified. Since $q$ is ramified, there is a letter $c$ such that $q^{\prime}=q \cdot c \neq r$.


Figure 3.9. Relabeling reducing Subcase 2.3 to Subcase 2.2
If we swap the labels of $p^{\prime} \xrightarrow{b} p$ and $p^{\prime} \xrightarrow{a} t$, then we find ourselves in the conditions of Subcase 2.2 (with $q$ and $q^{\prime}$ playing the roles of $s$ and $s^{\prime}$ respectively), see Figure 3.9 .

Subcase 2.4: $k_{2}=L$ and neither $s$ nor $q$ is ramified.
In this subcase it is clear that $q$ and $s$ form a confluent pair whichever labeling of $\Gamma$ is chosen, see Figure 3.10 . This completes the proof.


Figure 3.10. Subcase 2.4
3.9.3. An application of the road coloring theorem to a classification of subshifts of finite type. We have mentioned that the classification of subshifts of finite type up to conjugacy is currently out of reach. We know that the problem reduces to edge subshifts of finite graphs (Theorem 1.6.23). But we do not know an algorithm that, given two finite graphs, decides whether the corresponding edge shifts are conjugate. While the problem seems to be purely syntactic like the word problem for semigroups, numerous attempts at solving it or proving that it is undecidable failed to produce a result. Thus several other, weaker, equivalences of subshifts have been studied. One of them was discussed in [6] and is related to the road coloring conjecture. Let us call two subshifts $\left(X, T_{X}\right),\left(Y, T_{Y}\right)$ almost conjugate if there exist subshifts $X_{0} \subseteq X, Y_{0} \subseteq Y$ that are conjugate up to an absolutely negligible error. A more precise definition is given below. But first we need to review some measure theory.
3.9.3.1. Subshifts and measures. Let $(X, T)$ be a subshift.

DEFINITION 3.9.12. A good measure on $(X, T)$ is a function taking some subsets of $X$ (called measurable subsets) to real numbers between 0 and 1 . The set of measurable subsets and the measure can be defined simultaneously as follows.
(1) (Probability.) The whole set $X$ is measurable and its measure is 1 .
(2) The complement of every measurable subset of measure $\alpha$ is measurable, and its measure is $1-\alpha$.
(3) The union of countably many disjoint measurable subsets $U_{i}$ is measurable and its measure is the sum of measures of $U_{i}$.
(4) Every open ball $B(x, \epsilon)=\{y, \operatorname{dist}(x, y)<\epsilon\}$ in $X$ is measurable and has a positive measure.
(5) For every measurable set $U$ the set $T(U)$ is measurable and has the same measure as $U$.
(6) (Ergodicity.) Every measurable subset $U$ with $T(U)=U$ has measure 1 or 0 .

If a set has measure 0 , then we can call it negligible with respect to that measure. Every subshift has many good measures (that is not a trivial statement and we leave it unproved referring the reader to $\mathbf{2 0 3}$ ). For example, consider the full subshift $\left(A^{\mathbb{Z}}, T\right)$. Assign probability $p_{a}>0$ to every letter $a \in A$ so that $\sum p_{a}=1$. For every word $w$ let $p_{w}$ be the product of probabilities of its letters.

Then for every open ball $B=B\left(\omega, \frac{1}{2^{k}}\right)=\left\{\alpha \left\lvert\, \operatorname{dist}(\alpha, \omega)<\frac{1}{2^{k}}\right.\right\}$ assign the measure

$$
\mu(B)=p_{\omega(-k, k)} .
$$

Using parts (1)-(5) of Definition 3.9.12 one can extend the function $\mu$ (by induction) to all measurable sets. The resulting measure on $A^{\mathbb{Z}}$ is good (see [26]). This measure is called a Bernoulli measure on $A^{\mathbb{Z}}$.

A subset that has measure 0 with respect to every good measure on $(X, T)$ will be called absolutely negligible. The empty set is clearly always absolutely negligible. There are many other examples but we do not want to get too deep into the theory of measures on subshifts and we need only one kind of absolutely negligible sets that will be defined below in Section 3.9.3.2.

Given a measure $\mu$ on a subshift $(X, T)$, we can integrate every measurable function $f: X \rightarrow \mathbb{R}$ (i.e., such a function that the preimage of every interval in $\mathbb{R}$ is measurable). Again we do not need the general definition of the integral $\int f d \mu$, just two properties, which are familiar to everybody who has studied calculus, and which can be found in any textbook on measure theory (see, for example, [26]).

Lemma 3.9.13. (1) If $X$ is a disjoint union of finitely many measurable subsets $X_{i}$, and $f$ is constant on each $X_{i}$, then

$$
\int f d \mu=\sum_{i} \mu\left(X_{i}\right) f\left(X_{i}\right) .
$$

(2) If $f$ is nonnegative on the whole $X$ and positive on some measurable subset of positive measure, then $\int f d \mu>0$.

The ergodicity of a good measure allows one to also apply the following famous ergodic theorem.

Theorem 3.9.14 (George Birkhoff, [268]). Let $\mu$ be a good measure on a subshift $(X, T)$, $f$ be a measurable function $X \rightarrow \mathbb{R}$. Then for all $x \in X$ outside a subset of measure 0 we have

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n} f\left(T^{i}(x)\right)=\int f d \mu .
$$

3.9.3.2. An example of absolutely negligible subsets in a subshift.

Lemma 3.9.15. Let $(X, T)$ be a subshift, $w$ be a (finite) subword of a biinfinite word from $X$. Let $Y$ be the set of bi-infinite words $\omega$ one of whose infinite prefixes $\omega(-\infty, n), n \in \mathbb{Z}$ does not contain $w$. Then $Y$ is an absolutely negligible subset of $X$.

Proof. Indeed, suppose, by contradiction, that there exists a good measure $\mu$ on $X$ such that $\mu(Y)>0$. Consider the function $f: X \rightarrow \mathbb{R}$ that is equal to 1 on all bi-infinite words $\alpha \in X$ with $\alpha(1,|w|) \equiv w$ and 0 for all other $\alpha \in X$. By the assumption of the lemma, there exists $\omega \in X$ that contains $w$ as a subword. Replacing $\omega$ by $T^{s}(\omega)$ if necessary, we can assume that $\omega(1,|w|)=w$. Therefore the function $f$ is nonnegative on $X$ and equal to 1 on the ball $\{\alpha \in X \mid \operatorname{dist}(\alpha, \omega)<$
$\left.2^{-|w|}\right\}$. By Lemma 3.9.13 then $\int f d \mu>0$. On the other hand for every $\alpha \in Y$, and all sufficiently large $i$ we have $f\left(T^{i}(\alpha)\right)=0$ (by the definition of $Y$ ). Hence

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \sum_{i=0}^{n} f\left(T^{i}(x)\right)=0,
$$

which contradicts the Birkhoff ergodicity Theorem 3.9.14.
3.9.3.3. The $A G W$-conjugacy of subshifts. Now we can define $A G W$-conjugacy of subshifts (after Adler, Goodwyn and Weiss [6]).

Definition 3.9.16. We say that two subshifts $\left(X, T_{X}\right),\left(Y, T_{Y}\right)$ are AGWconjugate if there exists a third subshift $\left(W, T_{W}\right)$ and two homomorphisms

$$
\phi:\left(W, T_{W}\right) \rightarrow\left(X, T_{X}\right)
$$

and

$$
\psi:\left(W, T_{W}\right) \rightarrow\left(Y, T_{Y}\right)
$$

such that
(1) Both $\phi$ and $\psi$ are onto.
(2) Both $\phi$ and $\psi$ are finite-to-one, that is the preimage of every point is finite.
(3) Each homomorphism is injective on a complement of an absolutely negligible shift-invariant subset.

Thus AGW-conjugate subshifts are conjugate "up to an absolutely negligible error". Clearly, conjugate subshifts are AGW-conjugate. Note that AGWconjugation is an equivalence relation on subshifts (it is not obvious, for the proof see [6]).

Exercise 3.9.17 (Compare with Exercise 1.6.19). Show that any two AGWconjugate subshifts have the same entropy.
3.9.3.4. Classification of edge subshifts of primitive graphs of constant outdegree. The road coloring theorem leads to the following nice result.

Theorem 3.9.18 (Adler, Goodwyn, Weiss [6]). Let $\Gamma_{1}$ and $\Gamma_{2}$ be finite primitive graphs of constant out-degrees $k_{1}$ and $k_{2}$. Then the edge subshifts of $\Gamma_{1}$ and $\Gamma_{2}$ are $A G W$-conjugate if and only if $k_{1}=k_{2}$.

Before we start the proof of that theorem, let us make some preliminary observations. Let $\Gamma$ be a finite graph with out-degree of every vertex equal to $k$. Let $\mathcal{A}=(Q, A)$ be any complete automaton with underlying graph $\Gamma$. Then there exists a map $\phi$ from the edge subshift $\left(X_{\Gamma}, T_{\Gamma}\right)$ of $\Gamma$ to the subshift $\left(A^{\mathbb{Z}}, T\right)$. It maps every bi-infinite path in $\Gamma$ to its label. Then $\phi$ is a homomorphism of subshifts.

The set $S_{n}$ of all subwords of length $n$ of bi-infinite words from $X_{\Gamma}$ coincides with the set of paths of length $n$ in $\Gamma$. Every such path is determined by its label and its initial vertex. Since $\mathcal{A}$ is complete, for every vertex $x$ in $\Gamma$ and every word $u$ in the alphabet $A$ there exists a path in $\mathcal{A}$ starting at $x$ with label $u$ (why?).

Therefore the complexity function $f(n)$ of $X_{\Gamma}$ satisfies

$$
k^{n} \leq f(n) \leq|Q| k^{n}
$$

Thus the entropy of $\left(X_{\Gamma}, T_{\Gamma}\right)$ is equal to $\ln k$. Since every subshift is determined by the set of (finite) subwords of its bi-infinite words (Exercise 1.6.6), we conclude also that $\phi$ is surjective, so $\phi\left(X_{\Gamma}\right)=A^{\mathbb{Z}}$.

Now we can use the following lemma from symbolic dynamics that we present here without a proof.

Lemma 3.9.19 (See Corollary 8.1.20 from [203]). Suppose that $\Gamma, \Gamma^{\prime}$ are strongly connected finite graphs, and the edge subshifts $\left(X_{\Gamma}, T_{\Gamma}\right),\left(X_{\Gamma^{\prime}}, T_{\Gamma^{\prime}}\right)$ have the same entropy. Let $\phi$ be a surjective homomorphism from $\left(X_{\Gamma}, T_{\Gamma}\right)$ to $\left(X_{\Gamma^{\prime}}, T_{\Gamma^{\prime}}\right)$. Then $\phi$ is finite-to-one.

By Lemma 3.9.19 our homomorphism $\phi$ is finite-to-one.
Proof of Theorem 3.9.18, By Exercise 3.9.17, if the edge-shifts of two graphs $\Gamma_{1}, \Gamma_{2}$ with constant out-degrees $k_{1}, k_{2}$ are AGW-conjugate, then $k_{1}=k_{2}$.

Let us prove that the converse statement is true for primitive graphs. So suppose that $k_{1}=k_{2}$. By the road coloring theorem (Theorem 3.9.11), there are labelings of $\Gamma_{1}, \Gamma_{2}$ that turn these graphs into complete synchronized automata $\mathcal{A}_{1}=\left(Q_{1}, A\right)$ and $\mathcal{A}_{2}=\left(Q_{2}, A\right)$ (the same alphabet because the out-degrees of $\Gamma_{1}$ and $\Gamma_{2}$ are the same). Then as before we have maps $\phi_{i}$ from the edge subshifts $\left(X_{\Gamma_{i}}, T_{\Gamma_{i}}\right)$ onto $\left(A^{\mathbb{Z}}, T\right), i=1,2$. By Lemma 3.9.19 these maps are finite-to-one.

Let $w_{1}, w_{2}$ be the reset words for $\mathcal{A}_{1}, \mathcal{A}_{2}$. Let $Y_{i}, i=1,2$, be the set of biinfinite words $\omega$ from $A^{\mathbb{Z}}$ such that some prefix $\omega(-\infty, n)$ does not contain $w_{i}$. By Lemma 3.9.15 each $Y_{i}$ is absolutely negligible. Let $\bar{Y}_{i}$ be the complement of $Y_{i}$. We claim that $\phi_{i}(\omega)$ in $\bar{Y}_{i}$ uniquely determines $\omega$. Indeed, suppose that there are two bi-infinite paths $\omega, \omega^{\prime}$ such that $\phi_{i}(\omega)=\phi_{i}\left(\omega^{\prime}\right) \in \bar{Y}_{i}$. Since the bi-infinite words $\phi_{i}(\omega)$ and $\phi_{i}\left(\omega^{\prime}\right)$ have infinitely many occurrences of the reset word $w_{i}$ to the left of the position 0 , the infinite to the left paths $\omega(-\infty, 0), \omega^{\prime}(-\infty, 0)$ visit the same vertex infinitely many times. Since the automaton $\mathcal{A}_{i}$ is deterministic, and labels $\phi_{i}(\omega(-\infty, 0))$ and $\phi_{i}\left(\omega^{\prime}(-\infty, 0)\right)$ coincide, the paths $\omega(-\infty, 0)$ and $\omega^{\prime}(-\infty, 0)$ ) coincide. But then the paths $\omega(0, \infty)$ and $\omega^{\prime}(0, \infty)$ must coincide because these paths start at the same vertex and have the same labels. This implies that $\omega=\omega^{\prime}$. Thus the map $\phi_{i}$ is one-to-one on $\phi_{i}^{-1}\left(\bar{Y}_{i}\right)$. Note that the complement of $\phi_{i}^{-1}\left(\bar{Y}_{i}\right)$ in $X_{\Gamma_{i}}$ is absolutely negligible as well (prove that!).

Thus we found two surjective finite-to-one maps $\phi_{i}$ from $X_{\Gamma_{i}}$ to $A^{\mathbb{Z}}$, which are one-to-one on complements of absolutely negligible sets $\phi_{i}^{-1}\left(\bar{Y}_{i}\right), i=1,2$.

Now consider the equalizer of the maps $\phi_{1}, \phi_{2}$. Namely, consider the alphabet of pairs $E_{1} \times E_{2}$ where $E_{i}$ is the set of edges of the graph $\Gamma_{i}$ (as we did in Exercise 2.5.25). Then there exists a natural subshift homomorphism $\pi_{i}$ from $\left(E_{1} \times E_{2}\right)^{\mathbb{Z}}$ to $E_{i}^{\mathbb{Z}}$ which maps every letter from $E_{1} \times E_{2}$ to its $i$ th coordinate. Let $(W, T) \subseteq\left(\left(E_{1} \times E_{2}\right)^{Z}, T\right)$ be a subshift consisting of all bi-infinite words $\omega$ such that $\pi_{i}(\omega) \in X_{\Gamma_{i}}$ and

$$
\phi_{1}\left(\pi_{1}(\omega)\right)=\phi_{2}\left(\pi_{2}(\omega)\right)
$$

The next exercise shows that ( $W, T$ ) and the homomorphisms $\pi_{i}$ from ( $W, T$ ) to ( $X_{\Gamma_{i}}, T_{\Gamma_{i}}$ ) give us the AGW-conjugacy of the edge subshifts.

Exercise 3.9.20. Show that each $\pi_{i}$ is finite-to-one and is one-to-one on a complement of an absolutely negligible set.

### 3.10. Further reading and open problems

3.10.1. Other applications of Burnside properties. There are quite a number of applications of Theorem 3.3.4. Here we present two, more - in Section 3.10.6.
3.10.1.1. The restricted Burnside problem for semigroup varieties. What is now called the restricted Burnside problem was first formulated by Magnus [216] (see Kostrikin 185):

Problem 3.10.1. Is there an upper bound for the size of a m-generated finite group of exponent $n$ ?

It is easy to see that this is equivalent to the following problem (see the survey (177).

Problem 3.10.2. Is it true that locally finite groups in the variety $\operatorname{var}\left\{x^{n}=\right.$ 1\} form a variety?

In this form, the question is interesting for any variety of universal algebras.
Problem 3.10.3. Let $\mathcal{V}$ be a variety of universal algebras. Is it true that the locally finite algebras from $\mathcal{V}$ form a variety?

Of course the answer depends on the variety: for the variety of commutative groups, for example, the answer is negative because there are arbitrary large finite cyclic groups.

Thus it is natural to ask the question in the following algorithmic form.
Problem 3.10.4. Given a finite system of identities of universal algebras, can we decide if the locally finite algebras from this variety form a subvariety, i.e., for every $m \geq 1$ there is an upper bound for the size of $m$-generated finite algebras in the variety.

The history of attempts to solve Problems 3.10.1, 3.10.2 can be found in 185). These problems were first reduced to the case when $n$ is a power of a prime (modulo the classification of finite simple groups) in 145 and then solved for all prime powers by Zel'manov [333, (334]. Since the classification of finite simple groups is now complete [15, we have positive answers to Problems 3.10.1, 3.10.2.

For arbitrary universal algebras, Problem 3.10.4 is undecidable:
Theorem 3.10.5. There is no algorithm to decide, given a finite set of identities, whether all locally finite algebras satisfying these identities form a variety.

Proof. Let $S=\operatorname{sg}\left\langle A \mid u_{1}=v_{1}, \ldots, u_{n}=v_{n}\right\rangle$ be a finitely presented semigroup. Consider the class $\mathcal{C}$ of universal algebras with $|A|$ unary operations labeled by the letters from $A$. Then $S$ corresponds to a finitely based subvariety $\mathcal{S}$ of $\mathcal{C}$. Finitely generated algebras from $\mathcal{S}$ are just sets on which the semigroup $S$ acts with finitely many orbits i.e., subsets of the form $x \cdot S$. Therefore locally finite algebras in $\mathcal{S}$ form a variety if and only if there exist only finitely many finite acts of the semigroup $S$ generated by one element. This is equivalent to the following property: $S$ has only finitely many finite homomorphic images (prove it!). Thus if there was an algorithm solving Problem 3.10.3, there would be an algorithm that, given a finite semigroup presentation decided whether the semigroup has only finitely many finite homomorphic images. But the latter algorithm does not exist even in the case when $S$ is a group which is proved by Bridson and Wilton 53 .

Nevertheless for varieties of semigroups, Problem 3.10.4 is decidable. That follows from the next theorem and Theorem 3.3.4,

THEOREM 3.10.6 (Sapir, [279]). The following properties of a finitely based variety $\mathcal{V}$ of semigroups are equivalent (the last two properties are equivalent by Theorem 3.3.4):
(1) the locally finite semigroups from $\mathcal{V}$ form a variety;
(2) $\mathcal{V}$ contains only a finite number of finite semigroups with a fixed number of generators;
(3) there exists a recursive function $f(k)$ giving an upper bound for the order of the $k$-generated finite semigroups from $\mathcal{V}$;
(4) the nilsemigroups from $\mathcal{V}$ are locally finite.
(5) $\quad Z_{n+1}$ is not an isoterm for the identities of $\mathcal{V}$, where $n$ is the number of variables in a finite basis of identities of $\mathcal{V}$.

The following problem is still open.
Problem 3.10.7. Is Problem 3.10.4 decidable for varieties of monoids?
3.10.2. Free semigroups in periodic varieties. The Brzozowski problem. Every periodic variety of semigroups is contained in the variety given by one identity $x^{m}=x^{m+n}$. Thus the varieties $\mathcal{B}_{m, n}=\operatorname{var}\left\{x^{m}=x^{m+n}\right\}$ are of special interest. Relatively free semigroups in these varieties are among periodic semigroups admitting the easiest syntactic description. Quite surprisingly, there are some natural problems concerning these semigroups that have been open for more than 40 years in spite of a lot of attention.

The main problem about the relatively free semigroups $S_{m, n, k}$ with $k \geq 2$ generators in the variety $\mathcal{B}_{m, n}$ was formulated by Brzozowski in 1969 in the case of $m \geq 2, n \geq 1$ 59].

Problem 3.10.8. Is the word problem decidable in $S_{m, n, k}$ ? More precisely, is it true that for every element of $S_{m, n, k}$ the language of all words (in the generating set of $S_{m, n, k}$ ) representing this element is regular?

In the case $m=1$ the word problem for $S_{m, n, k}$ reduces to the word problem in the free Burnside group $B_{n, k}$, which is discussed below in Section 5.2.3 (this
was observed by Green and Rees in [118]). In particular, if $m=1, n=1,2,3,4,6$, then $S_{m, n, k}$ is finite, if $n \geq 665$ and odd, then the word problem is decidable, etc. Thus the case $m=1$ is not really a semigroup theoretic problem, hence we start with $m=2$.

The current status of Problem 3.10.8 is the following. It was proved for every $n \geq 1, m \geq 3$ and every $k$ by Guba [130], but the case $m=2$ is still open. Moreover, it is still open in the "simplest" case $m=2, n=1$. In that case, Plyushchenko [270] recently reduced the problem to the case of 2 generators (see do Lago and Simon 90 for a more complete history of the problem and attempts to solve it). In the case $m \geq 3$, do Lago 89 found a Church-Rosser presentation of $S_{m, n, k}$ with regular language of left-hand sides (it can also be deduced from Guba's proof although it is not explicitly mentioned in the proof, this is explained in [134]). This not only solved Problem 3.10.8 in that case, but also allowed do Lago to describe $\mathcal{L}$ - and $\mathcal{R}$-classes of $S_{m, n, k}$.
3.10.3. The finite basis problem for semigroups. There are many papers devoted to the finite basis problems for semigroups (see detailed surveys [296, 325, 326]). One of the goals is to find smallest in some sense infinitely based varieties. For example, while the 6 -element semigroup $B_{2}^{1}$ is not finitely based (Theorem 3.6.28), every 5 -element semigroup (there are 1,915 of those) is finitely based (Trahtman, [316], see also Lee [195]) and among 6 -element semigroups (there are 28,634 of those) exactly four are non-finitely based [196] (including $A_{2}^{1}, B_{2}^{1}$ of course).

One of the most interesting results about "small" non-finitely based varieties was obtained by Kadourek [165]. He proved that the variety $\operatorname{var}\left\{x^{2} y=x y\right\}$ contains infinitely based subvarieties. This variety is remarkable because (a) it does not contain nontrivial groups and (b) all nilpotent semigroups in it are semigroups with zero product (prove (a) and (b)! ). All other examples of nonfinitely based varieties of semigroups had either nontrivial groups or nilpotent semigroups of arbitrary large class or both.

Since inherently non-finitely based finite semigroups are completely described (Theorem 3.6.34), it is interesting to study identities of non-inherently nonfinitely based finite semigroups.

Here are a few outstanding open problems.
Problem 3.10.9. Is the set of all finite finitely based semigroups recursive?
There are several classes of "comparatively easy" semigroups for which the question is also open and is worth studying.

For example, let $L$ be a finite language closed under taking subwords and $S(L)$ be the finite semigroup obtained from $L$ by the Dilworth construction, i.e., the semigroup $L \cup\{0\}$ where the product $u \cdot v$ is $u v$ if $u v \in L$ or 0 otherwise. The semigroup $S(L)$ is finite and nilpotent, hence the variety generated by $S(L)$ is always finitely based (prove it!). On the other hand the monoid $S(L)^{1}$ may not be finitely based as was first proved by Perkins [266]. He proved that if $L$ consists of all subwords of the words from \{abtba, atbab, abab, aat\}, then $S(L)^{1}$ is not finitely based. Since monoids $S(L)^{1}$ are so easy to describe (and all of
them are not inherently non-finitely based by Theorem (3.6.34), it would be very interesting to describe finite languages $L$ for which $S(L)^{1}$ is finitely based. It has been done when $L$ consists of one word in a 2 -letter alphabet and all its subwords (it is proved that the semigroup is finitely based if and only if the word is of the form $x^{m} y^{n}$ or $x^{m} y x^{n}, m, n \geq 0$ ), and in some more complicated cases [283, 160, 284]. While classes of languages $L$ get more complicated the description gets more and more complicated also, which may indicate that perhaps there is no general algorithm to check whether $S(L)^{1}$ is finitely based.

Problem 3.10.10. Is there an algorithm to decide, given a finite collection of words $L$, whether the monoid $S(L)^{1}$ (i.e., the monoid consisting of all words that do not contain subwords from L) is finitely based?

Remark 3.10.11. Note a similarity between Problems 3.10.10 and 1.6.16, We do not know whether there is any deep connection between these problems.

Another class of finite semigroups for which Problem 3.10.9 has been studied is the class of finite completely simple semigroups $M(G, I, J, P)$. Mashevitsky [222] discovered that this problem is closely related to the finite basis problem for finite groups with an additional 0 -ary operation, i.e., pointed groups, considered earlier by R. Bryant [58]. He proved that if $G$ is a non-finitely based pointed finite group with 0-ary operation $g$, then the Rees-Sushkevich semigroup $M(G, L, R, P)$ where $L=R=\{1,2\}, P=\left(\begin{array}{cc}1 & g \\ 1 & 1\end{array}\right)$ is not finitely based.
3.10.4. The Burnside problem for varieties of monoids. The following problem is still open (compare with Theorem [3.3.4).

Problem 3.10.12. Is there an algorithm to decide, given a finite set of identities of monoids, whether every nil-monoid satisfying these identities is locally finite?

By a nil-monoid we mean a monoid with zero 0 where every non-identity element $x$ satisfies $x^{n}=0$ for some $n$ (depending on $x$ ).
3.10.5. Identities of finite inverse semigroups. Identities of inverse semigroups including identities of finite inverse semigroups are discussed, in particular, in [269, Chapter VII]. It was discovered by E.I. Kleiman [178, 179 that the Brandt monoid $B_{2}^{1}$ plays a very important role. Namely every variety of inverse semigroups that does not contain $B_{2}^{1}$ is finitely based if and only if its groups form a finitely based variety of groups. Moreover, the variety generated by a finite inverse semigroup $S$ contains $B_{2}^{1}$ if and only if $B_{2}^{1}$ is a divisor of $S$, i.e., a factor-semigroup of one of the subsemigroups of $S$. The variety of groups from var $S$ is generated by the subgroups of $S$, hence it is always finitely based by Theorem 1.4.33. Thus if $B_{2}^{1}$ is not a divisor of $S$, then $\operatorname{var} S$ is finitely based. E.I. Kleiman proved [179] that the Brandt monoid $B_{2}^{1}$ is not finitely based. He also formulated the following

Problem 3.10.13. Is it true that a finite inverse semigroup $S$ is finitely based (as an inverse semigroup) if and only if $\operatorname{var} S$ does not contain $B_{2}^{1}$ ?

That would follow if $B_{2}^{1}$ was inherently non-finitely based as an inverse semigroup. But we have seen (Theorem 3.8.5) that there are no inherently nonfinitely based finite inverse semigroups at all. This makes Problem 3.10.13 quite difficult. Nevertheless, Kadourek [166 made a breakthrough by proving that the answer to Problem 3.10.13 is positive provided every subgroup $G$ of $S$ is solvable, i.e., has a sequence of normal subgroups $\{1\}=G_{n}<G_{n-1}<\cdots<G_{0}=G$ where all factor-groups $G_{i} / G_{i+1}$ are commutative. For inverse semigroups $S$ with non-solvable subgroups, Problem 3.10.13 is still open.

### 3.10.6. Growth functions of semigroups.

3.10.6.1. The set of all growth functions of finitely generated semigroups. If $D=(X, T)$ is a subshift, and $S(D)$ is the corresponding semigroup, then the growth function $f_{S}(n)$ of $S(D)$ is related to the complexity function $f_{D}(n)$ by the formula

$$
f_{S}(n)=\sum_{i=1}^{n} f_{D}(i)
$$

(prove it!) By Exercise 1.6.10, the complexity function $f_{D}(n)$ is either 0 (if the subshift is empty), or bounded from above by a positive integer (if the subshift is finite), or satisfies $f_{D}(n) \geq n+1$. This implies the following result.

Lemma 3.10.14. The growth function $f_{S}(n)$ is either bounded from above by cn for some constant $c$ or is bounded from below by the quadratic function $2+3+\cdots+(n+1)=\frac{(n+1)(n+2)}{2}-1$.

It turns out that this statement is true for every finitely generated semigroup. It was proved independently by several people, see, for example, [44, 184]. In fact it can be proved in the same way as the statement from Exercise 1.6.10,

In [318], 319], Trofimov proved that finitely generated semigroups can have very weird growth functions strictly between $n^{2}$ and $\exp n$.

Here is the main result of [318] (in particular, it gives many more examples of semigroups of intermediate growth).

Theorem 3.10.15. Let $f_{1}, f_{2}$ be two increasing functions $\mathbb{N} \rightarrow \mathbb{N}$ such that $n^{2}<f_{1}$ and $f_{2}<2^{n}$ (the partial order $<$ on functions was defined in Section 3.7.1), $f_{1}$ is not equivalent to $n^{2}$ and $f_{2}$ is not equivalent to $2^{n}$. Then there exists a finitely generated semigroup $S$ whose growth function $f_{S}(n)$ satisfies $f_{S}(n)<f_{1}(n)$ for infinitely many values of $n$ and $f_{S}(n)>f_{2}(n)$ for infinitely many values of $n$.

For more information about growth functions of finitely generated semigroups one can look in Shneerson [302], Ufnarovsky [320, 321] and Belov-Kanel, Borisenko and Latyshev [34] (where a strengthened version of Theorem 3.10.15 is proved, in particular).

Problem 3.10.16. What is (up to the equivalence) the set of growth functions of finitely presented semigroups? Can these growth functions behave like in Theorem 3.10.15?
3.10.6.2. Relatively free semigroups. Zimin words and growth. A surprising connection between Theorem 3.3.4 and growth functions in semigroups was discovered by Shneerson. He started by exhibiting the first example of a relatively free semigroup of intermediate growth.

THEOREM 3.10.17 (Shneerson, [300]). Let $S_{k}$ be the $k$-generated relatively free semigroup in the variety $x y z y x=y x z x y$ (this variety has appeared before in a paper by B. H. Neumann and T. Taylor [245] describing subsemigroups of nilpotent groups). Then the growth function of $S_{k}$ is intermediate if $k>2$.

Note that $Z_{4}$ is not an isoterm for $x y z y x=y x z x y$, so all periodic semigroups in this variety are locally finite. It turned out that this is not a random coincidence because of the following strong and general theorem.

THEOREM 3.10.18 (Shneerson, [301]). Let $\mathcal{V}$ be a finitely based non-periodic semigroup variety where all periodic semigroups are locally finite. Then the growth function of every finitely generated semigroup in $\mathcal{V}$ is strictly subexponential.

Note that there are no associative rings and no known examples of groups, which satisfy nontrivial identities and have intermediate growth. Every ring satisfying a nontrivial identity has polynomial growth (Section 4.4.3). The Grigorchuk group of intermediate growth considered in Section 5.7.4 does not satisfy nontrivial identities. It follows from Abért's Theorem 5.4.1 (see [1]).

Non-periodic varieties where semigroups have polynomial growth were completely described in $\mathbf{3 0 3}$. It turned out that these varieties must satisfy one additional identity besides $Z_{n}=W$. For every $\gamma>0$ and $s>0$ consider the following word $V_{\gamma, s}$ in the alphabet $\left\{x, y, u, w_{1}, w_{2}, \ldots, w_{s}\right\}$ :

$$
V_{\gamma, s}=x^{\gamma} u y^{\gamma} w_{1} x^{\gamma} w_{2} u y^{\gamma} w_{3} \ldots x^{\gamma} u y^{\gamma} w_{s} x^{\gamma} u y^{\gamma}
$$

(that is $V_{\gamma, s}$ is obtained by substituting $x^{\gamma} u y^{\gamma}$ for $u$ in $u w_{1} u w_{2} \ldots w_{s} u$ ).
THEOREM 3.10.19 (Shneerson, $\mathbf{3 0 3}$ ). The following conditions are equivalent for every finitely based non-periodic semigroup variety $\mathcal{V}$ given by identities in $n$ variables.
(1) All finitely generated semigroups of $\mathcal{V}$ have polynomial growth.
(2) $\mathcal{V}$ does not contain finitely generated semigroups of intermediate growth.
(3) $\quad Z_{n+1}$ and $V_{\gamma, n}($ for some $\gamma>0)$ are not isoterms for $\mathcal{V}$.

The proof is very nontrivial. In particular, it strengthens and makes much more precise several parts of the proof of Theorem 3.3.4.

The following natural problem in this area still remains unsolved and seems difficult.

Problem 3.10.20. Is it true that every finitely based non-periodic variety of semigroups containing a non-locally finite periodic semigroup contains a finitely generated semigroup of exponential growth?

The answer to Problem 3.10 .20 is positive in the case when both sides of every identity of $\mathcal{V}$ are avoidable. Indeed, in this case, using Exercise 2.5.25, we
can find a bi-infinite uniformly recurrent word $\omega$, in, say, $k$, letters avoiding both sides of every identity of $\mathcal{V}$. Each subword of $\omega$ is then an isoterm for $\mathcal{V}$. Let $A$ be an alphabet with $k$ letters, $S_{k}$ be the relatively free semigroup of $\mathcal{V}$ with generating set $A$. Take any letter $a \in A$ and any letter $x \notin A$. For every subword $w$ of $\omega$ we can produce exponentially many words by replacing some occurrences of $a$ in $w$ by $x$. Each of these words is again an isoterm for $\mathcal{V}$ (prove it!), so these words represent different elements in $S_{k+1}$, hence $S_{k+1}$ has exponential growth. That argument does not work, unfortunately, if both sides of some identity of $\mathcal{V}$ are unavoidable (say, for the Mal'cev identity from Exercise 3.3.8).
3.10.7. The road coloring and the Černý conjecture. The road coloring problem and related topics (including symbolic dynamics and coding) are discussed, in particular, in $[7]$ and also in the books [203, 176].

A very natural question to ask is the following: given a positive integer n, how long can reset words be for synchronizing automata with $n$ vertices? Cerný [66] found a lower bound by constructing, for each $n>1$, a synchronizing automaton $\mathcal{C}_{n}$ with $n$ vertices and 2-letter alphabet whose shortest reset word has length $(n-1)^{2}$. The graph on Figure 3.1 is the graph $\mathcal{C}_{4}$ in the sequence.

The automaton $\mathcal{C}_{n}$ can be described as follows. Its vertex set is

$$
Q=\{0,1,2, \ldots, n-1\},
$$

the alphabet is $\{a, b\}$, and the action of $\{a, b\}^{+}$on $Q$ is given by the following formulas:

$$
i \cdot a=\left\{\begin{array}{ll}
i & \text { if } i>0, \\
1 & \text { if } i=0 ;
\end{array} \quad i \cdot b=i+1(\bmod n) .\right.
$$

Exercise 3.10.21. Prove that the word $\left(a b^{n-1}\right)^{n-2} a$ of length $(n-1)^{2}$ resets $\mathcal{C}_{n}$.

Theorem 3.10.22 ([66, Lemma 1]). Any reset word for $\mathcal{C}_{n}$ has length at least $(n-1)^{2}$.

If we define the Černýfunction $\mathfrak{C}(n)$ as the maximum length of shortest reset words for synchronizing automata with $n$ vertices, the above property of the series $\left\{\mathcal{C}_{n}\right\}, n=2,3, \ldots$, yields the inequality $\mathfrak{C}(n) \geq(n-1)^{2}$.

Conjecture 3.10.23 (The Černý conjecture). $\mathfrak{C}(n)=(n-1)^{2}$ for all $n>1$.
The conjecture is proved by Kari $\mathbf{1 7 2}$ for complete automata where the in-degree and out-degree of every vertex coincide (in fact in this case the bound turned out to be $\left.(n-1)(n-2)+1<(n-1)^{2}\right)$. For more information, see the survey by Volkov [327].

## CHAPTER 4

## Rings

In this chapter, all rings are assumed to be associative. We start with a study of free associative algebras. This gives us the main syntactic tool to study rings. The first major result proved in this chapter is Shirshov's height theorem, which is used to prove a theorem of Kaplansky. Then we prove the Dubnov-Ivanov-Nagata-Higman theorem about associative algebras satisfying the identity $x^{n}=0$. Unlike semigroups, associative rings satisfying this identity are nilpotent. But there exist finitely generated non-nilpotent associative nilalgebras, and we describe the classical example of such an algebra constructed by Golod.

Another result showing a fundamental difference between rings and semigroups is the Kruse-L'vov theorem (proved in this chapter) that every finite associative ring is finitely based. Finally we give an example of a non-finitely based variety of associative rings due to Belov-Kanel (which was a solution of a long-standing problem).

Theorems proved in this Chapter include.

- Theorem 4.3.1 of Bergman about centralizers of elements in the free associative algebra.
- Theorem 4.4.6 of Kaplansky about finitely generated rings satisfying a nontrivial identity.
- Shirshov's height Theorem 4.4.7.
- Theorem 4.4.19 by Dubnov, Ivanov, Nagata and Higman about rings satisfying nil-identities.
- Theorem 4.4.20 by Golod solving the Kurosh problem about nil-rings.
- Baer's Theorem 4.5.3 about the structure of rings.
- The ring part of Theorem 1.4.33 by Kruse and L'vov.
- Theorem 4.5.17 by Belov-Kanel giving an example of a non-finitely based variety of rings.


### 4.1. The basic notions

We briefly recall some basic notions about rings. A subgroup $I$ of the additive group of a ring $R$ is called a left (resp. right) ideal if for every $x \in I, y \in R$ we have $y x \in I$ (resp. $x y \in I$ ). If $I$ is both a left ideal and a right ideal, we call $I$ a two-sided ideal or just an ideal. By Exercise 1.4.19, ideals are precisely the kernels of ring homomorphisms. If $X \subseteq R$, the least ideal of $R$ containing $X$ is called the ideal generated by $X$.

Exercise 4.1.1. Prove that the ideal generated by a nonempty subset $X$ of a ring $R$ consists of all sums of the form

$$
\sum_{i} x_{i}+\sum_{j} p_{j} x_{j}+\sum_{k} x_{k} q_{k}+\sum_{\ell} p_{\ell} x_{\ell} q_{\ell}
$$

where $x_{i}, x_{j}, x_{k}, x_{\ell} \in X \cup-X$ and $p_{j}, p_{\ell}, q_{k}, q_{\ell} \in R$.
Given a finite sequence of ideals $I_{1}, \ldots, I_{k}$ of a ring $R$, one can form their sum

$$
I_{1}+\cdots+I_{k}=\left\{x_{1}+\cdots+x_{k} \mid x_{j} \in I_{j}, j=1, \ldots, k\right\}
$$

and their product

$$
I_{1} \cdots I_{k}=\left\{\sum_{s} x_{1, s} \cdots x_{k, s} \mid x_{j, s} \in I_{j}, j=1, \ldots, k\right\}
$$

In particular, we can define the power $I^{k}$ for evey $k \geq 1$.
Exercise 4.1.2. Verify that the sum and the product of any finite sequence of ideals of a ring $R$ are ideals of $R$.

The sum $I_{1}+\cdots+I_{k}$ of the ideals $I_{1}, \ldots, I_{k}$ is said to be direct if for each $x \in I_{1}+\cdots+I_{k}$, its presentation in the form $x=x_{1}+\cdots+x_{k}$ where $x_{j} \in I_{j}$ for $j=1, \ldots, k$ is unique.

EXERCISE 4.1.3. Prove that the sum $I_{1}+\cdots+I_{k}$ is direct if and only if $I_{j} \cap\left(I_{1}+\cdots+I_{j-1}+I_{j+1}+\cdots+I_{k}\right)=\{0\}$ for each $j=1, \ldots, k$.

In particular, the sum of two ideals is direct if and only if their intersection is $\{0\}$.

For a ring $R$ and a positive integer $n$, we let $M_{n}(R)$ denote the ring of all $n \times n$ matrices with entries in $R$. The operation in $M_{n}(R)$ are the usual matrix addition (entry-wise) and matrix multiplication ("row-by-column") familiar from Linear Algebra. The ring $M_{n}(R)$ has many nice properties. In particular, if $R$ has an identity element, then the ideals of $M_{n}(R)$ can be easily described in terms of the ideals of $R$.

Exercise 4.1.4. Let $R$ be a ring with identity element. Prove that for each ideal $I$ of $R$, the set of all $n \times n$ matrices with entries in $I$ is an ideal of $M_{n}(R)$, and if $R$ has an identity element, then each ideal of $M_{n}(R)$ arises in this way. Hint: Let $I$ be an ideal of $M_{n}(R), I(R)$ be the ideal of $R$ generated by all entries of all matrices of $I$. You need to show that $I=M_{n}(I(R))$. Let $A$ be any matrix in $I$ and $r$ be the $(i, j)$-entry of $A$. Multiplying the matrix $A$ by matrix units $e_{i, j}$, that is matrices with $(i, j)$-entry 1 and all other entries 0 , on the left and on the right show that the matrix $r e_{1,1}$ is in $I$. Deduce that the whole set $I(R) e_{1,1}$ is contained in $I$. Again multiplying by matrix units, deduce that for every $i, j, I(R) e_{i, j}$ is contained in $I$. Therefore every matrix from $M_{n}(I(R))$ is in $I$.

A ring $R$ is called nilpotent if $R^{k}=\{0\}$ for some $k$ i.e., its multiplicative semigroup is nilpotent. A ring $R$ is simple if $R^{2} \neq\{0\}$ and $R$ has no ideals except $R$ and $\{0\}$. Exercise 4.1.4 implies that if $R$ is a simple ring with an
identity element, then so is the matrix ring $M_{n}(R)$. In particular, since every field is a simple ring (prove it!), we see that the ring of all $n \times n$ matrices with entries in any given field is simple.

Let $K$ be a field. Recall that a ring $R$ is a $K$-algebra if each $\alpha \in K$ defines a unary operation $\alpha$ on $R$ and these unary operation are consistent with the multiplication and the addition in both $K$ and $R$ in the following sense: (a) $\alpha(x+y)=\alpha x+\alpha y$, (b) $(\alpha+\beta) x=\alpha x+\beta x$, (c) $(\alpha \beta) x=\alpha(\beta x),(\mathrm{d}) 1 \cdot u=u$, and (e) $x(\alpha y)=(\alpha x) y=\alpha(x y)$ for every $\alpha, \beta \in K$ and every $x, y \in R$ (see Section 1.4). When we speak about an ideal (one-sided or two-sided) $I$ of a $K$-algebra $R$, we always assume that $I$ is closed also under the unary operations $\alpha$ • for each $\alpha \in K$.

### 4.2. Free associative algebras

Let $K$ be a commutative ring with an identity element. The absolutely free associative $K$-algebra over an alphabet $X$ is the set $K X^{+}$of all (finite) linear combinations of words from $X^{+}$with natural addition and distributive multiplication. Note that this is a subalgebra of $K\langle\langle X\rangle$ defined in Section 1.8.8 (in the case when $K$ is a field).

Exercise 4.2.1. Prove that $K X^{+}$is indeed a free algebra in the variety of all associative algebras over $K$. Prove that if $X$ consists of one element, $K X^{+}$ is isomorphic to the (commutative) algebra of all polynomials over $K$ with one variable.

We call linear combinations of words (non-commutative) polynomials. Accordingly words are sometimes called monomials. The degree of a polynomial is the biggest length of its monomial (with non-zero coefficient).

We call any map $X \rightarrow K X^{+}$a substitution. As for every free universal algebra, every substitution can be extended to an endomorphism of $K X^{+}$(see Section 1.4.2).

We say that polynomial $p$ does not avoid polynomial $q$ if $p=r \phi(q) s$ for some substitution $\phi$ and some polynomials $r$ and $s$.

If we take any set of polynomials $W \subseteq K X^{+}$and consider the set $K I(W)$ of all linear combinations of polynomials that do not avoid $W$, then $K I(W)$ is an ideal of $K X^{+}$that is called the verbal ideal defined by $W$ (it is also called the $T$-ideal defined by $W$ ). The following theorem is similar to the Theorem 3.2.1.

Theorem 4.2.2. The quotient algebra $K X^{+} / I$ is relatively free if and only if $I=K I(W)$ for some set $W$ of polynomials from $K X^{+}$. An ideal $I$ is verbal if and only if it is stable under all endomorphisms of $K X^{+}$.

### 4.3. Commuting elements in free associative algebras over a field

Free associative algebras are similar to free semigroups but more complicated. To illustrate the similarity and the difference let us consider the problem of describing commuting elements. Recall that by Theorem 1.2 .9 two words in a free semigroup $X^{+}$commute if and only if both are powers of the same word. Therefore the set of all words commuting with a given word $u$, i.e., the
centralizer $C(u)$, is just a cyclic subsemigroup (prove it using Theorem 1.2.16). On the other hand if $u$ is a polynomial from the free algebra $K X^{+}$then every linear combination of powers of $u$ commutes with $u$. Therefore the centralizer of $u$ contains a subalgebra isomorphic to the algebra of polynomials in one variable (denoted, as usual, $K[x]$ ), which is precisely the free associative algebra generated by one element, i.e., an analog of the cyclic semigroup of natural numbers $\mathbb{N}$ under addition. It turned out that the description of centralizers in the free associative algebra is very similar to Theorem 1.2.9,

Theorem 4.3.1 (Bergman, 43). Let $K$ be a field. The centralizer of any non-zero element $u$ in $K X^{+}$is a subalgebra generated by one element $v \in K X^{+}$.

The proof from 43] is not easy (see also a somewhat different but still complicated proof in Cohn [73]). We shall present only a small particular case of it - when $v$ is a homogeneous polynomial, i.e., the degrees (i.e., lengths) of all monomials in $v$ are the same. Below we are following the outline of the proof sent to us by George Bergman.

LEMMA 4.3.2. Let $a, u, v, c$ be homogeneous polynomials such that, $a \neq 0, c \neq$ 0 , $a u=v c$ and the degree of $u$ is not smaller than the degree of $c$. Then there exists a homogeneous polynomial $b$ such that $u=b c, v=a b$ (that is both au and vc become abc).

Proof. Let $X$ be the finite set of letters that appear in monomials of $a, u, v, c$. Denote the degrees of polynomials $a, c, u$ by $d_{a}, d_{c}, d_{c}+d_{b}$, where $d_{b} \geq 0$. For every $d \geq 0$ let $P_{d}$ be the vector space of homogeneous polynomials of degree $d$ in $X$ (if $d=0$, then $P_{d}$ is the field $K$ ). The dimension of $P_{d}$ is $|X|^{d}$ (prove it!). Consider three vector spaces $A=P_{d_{a}}, B=P_{d_{b}}, C=P_{d_{c}}$. Consider bases $\mathcal{A}$, $\mathcal{B}, \mathcal{C}$ in $A, B, C$ respectively, such that $a \in \mathcal{A}, c \in \mathcal{C}$ (recall that $a, c \neq 0$ and every non-zero element of a vector space belongs to a basis by Exercise 1.4.131). Let $\mathcal{A}=\left\{a_{1}, \ldots, a_{p}\right\}, \mathcal{B}=\left\{b_{1}, \ldots, b_{q}\right\}, \mathcal{C}=\left\{c_{1}, \ldots, c_{r}\right\}$ where $a_{1}=a, c_{1}=c$. Then the set $\mathcal{A B C}=\left\{a_{i} b_{j} c_{k}, 1 \leq i \leq p, 1 \leq j \leq q, 1 \leq k \leq r\right\}$ is a basis of the vector space $P_{d_{a}+d_{b}+d_{c}}$.

Exercise 4.3.3. Prove the last statement. Hint: Show that the elements in $\mathcal{A B C}$ are linearly independent, and the dimension of the space $P_{d_{a}+d_{b}+d_{c}}$, i.e., $|X|^{d_{a}+d_{b}+d_{c}}$, coincides with the number of elements in $\mathcal{A B C}$, then apply Exercise 1.4.13.

Similarly, the sets $\mathcal{A B}=\left\{a_{i} b_{j}, 1 \leq i \leq p, 1 \leq j \leq q\right\}$ and $\mathcal{B C}=\left\{b_{j} c_{k}, 1 \leq j \leq\right.$ $q, 1 \leq k \leq r\}$ are bases of the spaces $P_{d_{a}+d_{b}}$ and $P_{d_{b}+d_{c}}$ respectively.

Note that $u \in P_{d_{b}+d_{c}}, v \in P_{d_{a}+d_{b}}$. Represent $u$ and $v$ as linear combinations of elements of the corresponding bases: $u=\sum \alpha_{j, k} b_{j} c_{k}, v=\sum \beta_{i, j} a_{i} b_{j}$. Then the equality $a u=v b$ becomes

$$
\sum \alpha_{j, k} a_{1} b_{j} c_{k}=\sum \beta_{i, j} a_{i} b_{j} c_{1}
$$

(recall that $a=a_{1}, c=c_{1}$ ).
Since elements of $\mathcal{A B C}$ are linearly independent, we have $\alpha_{j, k}=0$ for every $k>1, \beta_{i, j}=0$ for every $i>1$ and $\alpha_{j, 1}=\beta_{1, j}$ for every $j$. Denote $b=\sum \alpha_{j, 1} b_{j}=$ $\sum \beta_{1, j} b_{j}$. Then $u=b c$ and $v=a b$ as required.

Let us order all words (monomials) in the alphabet $X$ using the ShortLex order. The biggest monomial of a polynomial $p$ is called the leading term of $p$, and the coefficient from $K$ of this monomial, the leading coefficient. A polynomial $p$ is called monic if its leading coefficient is 1 . Clearly if we divide any polynomial by its leading coefficient, we get a monic polynomial.

Exercise 4.3.4. Show that a product of two monic homogeneous polynomials is again a monic homogeneous polynomial.

Therefore the set of all monic homogeneous polynomials is a subsemigroup of the multiplicative semigroup of the free associative algebra $K X^{+}$.

Lemma 4.3.5. The semigroup $M$ of monic homogeneous polynomials from $K X^{+}$is free with free generating set consisting of all its irreducible elements.

Proof. Let us apply Theorem 1.8.6. The semigroup $M$ is cancellative and generated by its indecomposable elements (prove it!). Let $a, u, v, c$ be four monic homogeneous polynomials such that $a u=v c$ in $M$. Let $d_{1}, d_{3}, d_{3}+d_{2}$ be degrees of $a, u, c$. If $d_{2}>0$, then by Lemma 4.3.2 there exists a homogeneous polynomial $b$ of degree $d_{2}$ such that $u=b c$. If $d_{2}<0$, then, again by Lemma 4.3.2, there exists a homogeneous polynomial $b$ of degree $d_{2}$ such that $c=b u$. Finally if $d_{2}=0$, then applying Lemma 4.3.2, we obtain a homogeneous polynomial $\beta$ of degree 0 , i.e., a constant from $K$, such that $u=\beta c$, but since both $u$ and $c$ are monic, we get $\beta=1$ (why?). Hence $c=u$. Thus all conditions of Theorem 1.8.6 hold and we can conclude that $S$ is indeed a free semigroup freely generated by the set of indecomposable elements.

Now let $u$ be a homogeneous polynomial in $K X^{+}, \alpha$ be its leading coefficient. Then $u^{\prime}=\frac{1}{\alpha} u$ is a monic polynomial from $S$. The set of all elements from $S$ commuting with $u^{\prime}$ is a cyclic semigroup $C$ generated by a monic polynomial $v$ (by Lemma 1.2 .9 applied to the free semigroup $S$ ). Let $p$ be any polynomial of $K X^{+}$commuting with $u$. Then $p$ commutes with $u^{\prime}$ as well (check it!). There exists a unique representation of $p$ as a sum of homogeneous polynomials $p_{1}+p_{2}+$ $\cdots+p_{m}$ (group monomials of the same length in one homogeneous polynomial) called the homogeneous components. Let $\alpha_{i}$ be the leading coefficient of $p_{i}$.

Exercise 4.3.6. Prove that $p$ commutes with $u$ if and only if each monic homogeneous polynomial $\frac{1}{\alpha_{i}} p_{i}$ commutes with $u^{\prime}$.

By Exercise 4.3.6 then $p$ is a linear combination of powers of the homogeneous polynomial $v$. Therefore the centralizer $C(u)$ coincides with $K\langle v\rangle$, i.e., the subring of all linear combinations of powers of $v$.

This completes the proof of Theorem 4.3.1 in the case when $u$ is homogeneous.

Remark 4.3.7. An analog of Theorem 4.3.1 is true for the algebra $\mathbb{Q}\langle A\rangle$ of formal infinite linear combinations of words from $A^{+}$defined in Section 1.8.8, the centralizer of any non-constant element $u \in \mathbb{Q}\langle\langle A\rangle$ is equal to the subring $\mathbb{Q}\langle v\rangle$ for some $v \in \mathbb{Q}\langle\langle A\rangle$, see [73].

### 4.4. Burnside-type problems for associative algebras

4.4.1. Preliminaries. The Burnside type problem for associative algebras was formulated by Kurosh in the 30s:
Question Suppose all 1-generated subalgebras of a finitely generated associative algebra $A$ are finite dimensional (i.e. is spanned by a finite set of elements). Is $A$ finite dimensional?
The answer is negative (Golod [114]) but not as easy as in the case of semigroups. For example, in the semigroup case we saw that there exists a 3 -generated infinite semigroup satisfying the identity $x^{2}=0$. In the case of associative algebras over a field of characteristic $\neq 2$ this is impossible. Indeed, the following theorem holds.

THEOREM 4.4.1. Every algebra over a field of characteristic $\neq 2$ that satisfies the identity $x^{2}=0$ is nilpotent of class 3, that is every product of 3 elements in this algebra is 0. Every nilpotent finitely generated algebra is finite dimensional.

Proof. Indeed, let $A$ satisfy the identity $x^{2}=0$. Then for every $x$ and $y$ in $A$ we have $(x+y)^{2}=0$ or $x^{2}+y^{2}+x y+y x=0$. We know that $x^{2}=y^{2}=0$, so $x y+y x=0$. Let us multiply the last identity by $x$ on the right: $x y x+y x^{2}=0$. Since $y x^{2}=0$, we have $x y x=0$. Now take $x=z+t$ where $z$ and $t$ are arbitrary elements of $A$. We get $(z+t) y(z+t)=0$. Expanding again yields: $z y z+t y t+z y t+t y z=0$. Since we already know that $z y z=t y t=0$, we have $z y t+t y z=0$. Now the identity $x y+y x=0$, which has been established above, implies $z y t=-y z t=-(y z) t=t y z$, so $t y z+t y z=2 t y z=0$. Since the characteristic is $>2$ or 0 we deduce $t y z=0$. Recall that $t, y, z$ were arbitrary elements of $A$. Thus $A$ is nilpotent of class 3 .

Let $A=\langle X\rangle$ be a finitely generated nilpotent of class $k$ algebra. Then every element of $A$ is a linear combination of products of no more than $k-1$ elements from $X$. Since $X$ is finite there are finitely many products of length $<k$ of elements of $X$. Thus $A$ is spanned as a vector space by a finite set of elements, so $A$ is finite dimensional.

Just as an acorn "contains" a huge oak tree, the preceding proof "contains" all the other proofs of results related to Kurosh's question. We will see later that in Theorem4.4.1 one can replace 2 by any other natural number $n$. This is the so-called Dubnov-Ivanov-Nagata-Higman theorem (Theorem 4.4.19).

Our next goal is to prove that the answer to Kurosh's question is positive if the algebra satisfies any nontrivial identity ${ }^{11}$. This result was obtained by Kaplansky 167 ] and Shirshov [297, 298, 299].
4.4.1.1. What is a nontrivial ring identity? Usually we call an identity $u=v$ nontrivial if $u$ is not identically equal to $v$ in the absolutely free algebra of a given type. That definition is just fine for associative algebras over a field. But in the case of rings and, more generally, algebras over commutative rings with identity element, we need to be more careful. Indeed, suppose that $u$ is a

[^9]polynomial from the absolutely free algebra $\mathbb{Z} X^{+}$(for simplicity we consider the case $K=\mathbb{Z}$, the general case is similar), such that the greatest common divisor $d$ of the coefficients of $u$ is not 1 . Let $p$ be a prime number dividing $d$. Then the identity $u=0$ follows from the identity $p x=0$. But that identity holds in every associative (and not only associative) algebra over any field of characteristic $p$ (why?). So there is no hope to deduce any substantially nontrivial algebraic property of a ring satisfying such an identity. Therefore Shirshov suggested to call an identity $u=0$ of rings nontrivial if one of the coefficients of a monomial of highest degree (length) of the identity is 1 . Notice that this is not a restriction if $K$ is a field: in that case we can always divide $u$ by the non-zero coefficient of a monomial of highest degree.
4.4.1.2. What does it mean that every 1-generated subalgebra of an algebra A is finite dimensional?

Lemma 4.4.2. Let $A$ be an associative $K$-algebra, $a \in A$. The subalgebra generated by $a$ is finite dimensional if and only if $f(a)=0$ where $f(x)$ is a polynomial with coefficients from the commutative ring $K$ and with the leading coefficient 1.

Proof. Indeed, if $a$ is a root of such a polynomial $f$ of degree $n$, then every power of $a$ is a linear combination of powers $a^{m}$ with $m<n$. Since the subalgebra generated by $a$ is spanned by the powers of $a$, it is spanned by finitely many powers of $a$, and so it is finite dimensional.

Conversely, if $\langle a\rangle$ is finite dimensional, then it is spanned by finitely many powers of $a$, so there exists a natural number $m$ such that $a^{m}$ is a linear combination of smaller powers of $a$. Thus $a$ satisfies the equality $a^{m}+\sum_{i<m} \alpha_{i} a^{i}=0$ for some $\alpha_{i} \in K$. Thus $a$ is a root of the polynomial $x^{m}+\sum_{i<m} \alpha_{i} x^{i}$.

An algebra where every element is a root of a polynomial with the leading coefficient 1 is called algebraic.
4.4.1.3. The standard identity. Now let us turn to identities of associative algebras.

Let $\sigma$ be a permutation of a finite set $\{1, \ldots, n\}$. Then $\sigma$ is a product of transpositions ( $i, j$ ), i.e., permutations that switch $i$ and $j$ and leave all other numbers fixed (why?). A permutation is called even (resp. odd) if it is a product of even (respectively, odd) number of transpositions. The following exercise is in every Abstract Algebra book.

Exercise 4.4.3. Prove that being even or odd does not depend on the way a permutation is represented as a product of transpositions.

Let us call an associative algebra over a commutative ring $n$-dimensional if it is spanned by $n$ elements.

Lemma 4.4.4. Every $n$-dimensional algebra over a commutative ring $K$ satisfies the following standard identity $\mathcal{S}_{n+1}=0$ of degree $n+1$ where $\mathcal{S}_{n+1}$ is the following polynomial:

$$
\begin{equation*}
\sum_{\sigma \in S_{n+1}}(-1)^{\sigma} x_{\sigma(1)} x_{\sigma(2)} \ldots x_{\sigma(n+1)}=0 \tag{4.4.1}
\end{equation*}
$$

Here $S_{n+1}$ is the group of permutations of numbers $\{1, \ldots, n+1\},(-1)^{\sigma}$ is the oddness of $\sigma$ : it is 1 if $\sigma$ is even and -1 if $\sigma$ is odd.

In particular every 2-dimensional algebra satisfies the identity $x y z-x z y-$ $y x z+y z x+z x y-z y x=0$.

Proof. First of all notice that $\mathcal{S}_{n+1}$ is a multilinear polynomial, that is every letter occurs in every monomial in $\mathcal{S}_{n+1}$ exactly once. Therefore

$$
\begin{gathered}
\mathcal{S}_{n+1}\left(x_{1}, \ldots, x_{i-1}, \alpha x+\beta y, x_{i+1}, \ldots, x_{n+1}\right)= \\
\alpha \mathcal{S}_{n+1}\left(x_{1}, \ldots, x_{i-1}, x, x_{i+1}, \ldots, x_{n+1}\right)+ \\
\beta \mathcal{S}_{n+1}\left(x_{1}, \ldots, x_{i-1}, y, x_{i+1}, \ldots, x_{n+1}\right)
\end{gathered}
$$

for arbitrary $i$.
Now let us take an $n$-dimensional algebra $A$ spanned by a set $X$. Every element of $A$ is a linear combination of elements from $X$. Therefore if we want to prove that $\mathcal{S}_{n+1}$ is identically equal to 0 in $A$, we have to substitute linear combinations of elements of $X$ for $x_{i}$ and prove that the result of this substitution is 0 . The fact that our identity is multilinear allows us to take elements of $X$ instead of these linear combinations (indeed, the sum of zeroes is zero).

Now let us take $t_{1}, \ldots, t_{n+1} \in X$. We have to prove that

$$
\mathcal{S}_{n+1}\left(t_{1}, \ldots, t_{n+1}\right)=0 .
$$

Since $|X|=n$ at least two of the elements $t_{i}$ are equal. Suppose that $t_{i}=t_{j}, i \neq j$. Let us divide all permutations from $S_{n+1}$ into pairs. Two permutations belong to the same pair if one of them can be obtained from another one by switching $i$ and $j$. One of the permutations in each pair is even and another one is odd, so the terms of $\mathcal{S}_{n+1}$ corresponding to these permutations have opposite signs. The "absolute values" of these terms are equal since $t_{i}=t_{j}$. Thus these terms cancel. Since every term belongs to one of these pairs, all terms will cancel, and the sum will be equal to 0 .

In particular the algebra of all $m \times m$-matrices satisfies the identity $\mathcal{S}_{n+1}=0$ where $n=m^{2}$. Indeed this algebra is spanned by $m^{2}$ matrix units.

Remark 4.4.5. In fact by a theorem of Amitsur and Levitzki [13], for every $m \geq 1$ the algebra of all $m \times m$-matrices over a commutative ring $K$ satisfies the identity $\mathcal{S}_{2 m}=0$. Moreover if $K$ is a field of characteristic 0 , then $2 m$ is the minimal degree of a nontrivial identity satisfied by the algebra.

Thus every finite dimensional algebra is finitely generated, algebraic, and satisfies a nontrivial identity.

The following theorem states that the converse statement also holds.
Theorem 4.4.6 (Kaplansky [167]). Every finitely generated algebraic algebra over a commutative ring that satisfies a nontrivial identity is finite dimensional.

This will follow from Shirshov's height theorem which is stated and proved in the next section.

### 4.4.2. Shirshov's height theorem.

Theorem 4.4.7 (Shirshov, [297, 298]). Let $A=\langle X\rangle$ be a finitely generated associative algebra over a commutative ring $K$ and suppose that $A$ satisfies a nontrivial identity of degree $n$. Then there exists a number $H$ depending only on $|X|$ and $n$ such that every element $a \in A$ can be represented as a linear combination of words of the form $v_{1}^{n_{1}} \cdots \cdots v_{h}^{n_{h}}$ where $h \leq H$ and each word $v_{i}$ is of length less than $n$.

Exercise 4.4.8. Show that Theorem 4.4.7 implies Theorem 4.4.6,
Let us prove Shirshov's theorem. First of all let us show that instead of arbitrary identities we can consider only multilinear identities (we have seen that multilinear identities are very convenient).

Lemma 4.4.9. Every nontrivial identity of rings implies a multilinear identity of the same or smaller degree.

Proof. The idea of the proof is similar to the one used in the proof of Theorem 4.4.1. There we proceeded from a nonlinear identity $x^{2}=0$ to a multilinear identity $x y+y x=0$.

Let $f\left(x_{1}, \ldots, x_{n}\right)=0$ be a non-multilinear identity. We can represent $f$ as a sum of normal components $f_{i}$ such that all terms (monomials) in $f_{i}$ have the same content and different $f_{i}$ have different contents. Then we can take a component $f_{i}$ with a minimal (under the inclusion) content. Substitute 0 for variables, which are not in the content of $f_{i}$. This makes all other components 0 (we used a similar trick in the proof of Theorem 1.4.39). Thus if an algebra satisfies the identity $f=0$, then it satisfies the identity $f_{i}=0$. Subtracting $f_{i}$ from $f$, we can proceed as before and prove that $f=0$ implies $f_{j}=0$ for every component $f_{j}$. One of these components must have a monomial of highest degree with coefficient 1 , so one of the identities $f_{j}=0$ is nontrivial.

Therefore we can assume that $f$ is normal. For every variable $x_{i}$ in $f$ let $x_{i}$-degree of $f$ be the largest number of occurrences of $x_{i}$ in a highest degree monomial of $f$. For example, if $f=x_{1}^{5} x_{2}^{3} x_{1}+x_{1}^{4} x_{2}^{4} x_{1}+x_{1}^{7} x_{2}+x_{2}^{6} x_{1}$, then the $x_{1}$-degree is 6 and the $x_{2}$-degree is 4 .

Since $f$ is normal, if every monomial of highest degree in $f$ is multilinear, then the whole $f$ is multilinear (prove it!). So suppose that for some $i$ the $x_{i}{ }^{\text {- }}$ degree $d_{i}$ of $f$ is at least 2 . We can assume that $d_{i}$ is the maximal possible. To simplify notation, let us assume that $i=1$. Consider the polynomial $f^{\prime}=$ $f\left(x_{1}^{\prime}+x_{1}^{\prime \prime}, x_{2}, \ldots, x_{n}\right)-f\left(x_{1}^{\prime}, x_{2}, \ldots, x_{n}\right)-f\left(x_{1}^{\prime \prime}, x_{2}, \ldots, x_{n}\right)$. This polynomial is identically 0 in every algebra that satisfies the identity $f=0$, it has the same degree and the same coefficients of monomials of highest degree as $f$ (prove it!), i.e., $f^{\prime}=0$ is also a nontrivial identity. Moreover the $x_{1}^{\prime}$-degree and the $x_{1}^{\prime \prime}$-degree of $f^{\prime}$ are smaller than $d_{1}$. Thus the number of variables $x$ with $x$-degree $d_{1}$ in $f^{\prime}$ is smaller than the similar number for $f$. Continuing this process (which is called the process of linearization) we shall finally get a multilinear polynomial identity.

Thus we can consider only multilinear identities. Let $f=0$ be a nontrivial multilinear identity. Then every monomial of $f$ is a product of variables in some
order (each variable occurs exactly once in each monomial). Hence all monomials are permutations of the monomial $x_{1} x_{2} \cdots x_{n}$. Therefore every nontrivial multilinear identity has the following form:

$$
\sum_{\sigma \in S_{n}} \alpha_{\sigma} x_{\sigma(1)} \cdots x_{\sigma(n)}=0
$$

where $S_{n}$ is the group of all permutations of the set $\{1, \ldots, n\}$ and one of the coefficients $\alpha_{\sigma}$ is 1 . This identity can be then transformed into the form

$$
\begin{equation*}
x_{1} x_{2} \cdots x_{n}=\sum_{\sigma \in S_{n} \backslash\{1\}} \beta_{\sigma} x_{\sigma(1)} \cdots x_{\sigma(n)} \tag{4.4.2}
\end{equation*}
$$

by moving a monomial with coefficient 1 to the left and renaming the variables. Now if we have a word $u$ that is represented as $p v_{1} \ldots v_{n} q$, then we can apply the identity (4.4.2) to it and obtain the polynomial $p\left(\sum_{\sigma \in S_{n} \backslash\{1\}} \beta_{\sigma} v_{\sigma(1)} \cdots x_{\sigma(n)}\right) q$. Notice that all monomials in this polynomial have the same length as $u$.

Thus if an algebra $A$ over a field satisfies the identity (4.4.2), then every product $u_{1} u_{2} \cdots u_{n}$ of elements of $A$ is a linear combination of permutations of this product. Theorem 4.4.7 claims that every element of $A$ is a linear combination of words of a special kind.

Our strategy in proving that all words are linear combinations of "good" words modulo (4.4.2) would be the following: if $u$ is not "good enough", then all the monomials in the polynomial $p\left(\sum_{\sigma \in S_{n} \backslash\{1\}} \beta_{\sigma} v_{\sigma(1)} \cdots x_{\sigma(n)}\right) q$ should be smaller than $u$. Thus we could use an induction if
we had a partial order on the words in $X^{+}$, and
(2) every word in $X^{+}$that is not equal in the algebra $A$ to a linear combination of short products of powers of short words, is equal in $A$ to a linear combination of smaller words of the same length.

Now we will make this idea work. Let $A=\langle X\rangle$ be a finitely generated algebra over a commutative ring $K$ satisfying an identity (4.4.2). We will use the Lex partial order $\leq_{\ell}$ introduced in Section 1.2.3,

Definition 4.4.10. We call a word $u n$-divisible if one of its subwords can be represented as a product of $n$ words $u_{1} \ldots u_{n}$ and $u_{1}>_{\ell} u_{2}>_{\ell} \cdots>_{\ell} u_{n}$.

In this case the word $u_{1} \ldots u_{n}$ is greater in the Lex order than any product

$$
u_{\sigma(1)} \cdots u_{\sigma(n)}
$$

where $\sigma \in S_{n} \backslash\{1\}$.
Therefore if a word is $n$-divisible and we can apply a multilinear identity of degree $n$, then this word is a linear combination of Lex smaller words of the same length. Thus it would be enough to show that if a word over $X$ is not $n$-divisible then it is a product of a bounded number of powers of words of bounded lengths.

We present here a short and elegant proof of this fact due to Belov-Kanel [29].

Let us call words of lengths $\leq n$ basic words.

Lemma 4.4.11. Suppose that a word $v$ is represented in the form $v_{0} t v_{1} t \ldots v_{n}$ and the word $t$ contains $n$ subwords such that any two of these subwords are Lex comparable. Then $v$ is $n$-divisible.

Proof. Indeed let us represent $t=p_{i} t_{i} q_{i}, i=1, \ldots, n$, where $t_{1}>_{\ell} t_{2}>_{\ell} \cdots>_{\ell}$ $t_{n}$. Then

$$
v=v_{0} p_{1}\left(t_{1} q_{1} v_{1} p_{2}\right)\left(t_{2} q_{2} v_{2} p_{3}\right) \ldots\left(t_{n} q_{n} v_{n}\right)
$$

and

$$
\left(t_{1} q_{1} v_{1} p_{2}\right)>_{\ell}\left(t_{2} q_{2} v_{2} p_{3}\right)>_{\ell} \cdots>_{\ell} t_{n} q_{n} v_{n} .
$$

So $v$ is $n$-divisible.
For every word $v$ let $v_{p}(i), i=0, \ldots,|v|-1$, be the prefix of $v$ of length $i$, and $v_{s}(i)$ be the corresponding suffix, so that $v \equiv v_{p}(i) v_{s}(i)$.

Lemma 4.4.12. Suppose that $|v| \geq n$. Then either $v_{s}(0), \ldots, v_{s}(n-1)$ are pairwise Lex comparable or $v \equiv a b^{k} c$, where $c$ is a prefix of $b,|a|+|b|<n, k$ is a natural number.

Proof. Suppose that $v_{s}(i)$ is not comparable with $v_{s}(j)$ for some $i$ and $j$, $i<j$. Then $v_{s}(j)$ is a prefix of $v_{s}(i) \equiv b v_{s}(j)$. Notice that $|b|+i$ does not exceed $n-1$.

For every natural $\ell$ we have that $b^{\ell} v_{s}(j)$ is a prefix of $b^{\ell+1} v(j)$. Therefore $v_{s}(i)$ is a prefix of $b^{\ell}$ for some $\ell$. Therefore $v_{s}(i) \equiv b^{r} c$ for some $r$, where $c$ is a prefix of $b$. Hence

$$
v \equiv v_{p}(i) v_{s}(i) \equiv v_{p}(i) b^{r} c .
$$

The proof is complete since $\left|v_{p}(i)\right|+|b|=i+|b|<n$.
Lemmas 4.4.11 and 4.4.12 imply the following statement.
Lemma 4.4.13. If $|v| \geq n^{2}(k+1)|X|^{n(k+1)}$ and $v$ is not $n$-divisible then $v$ contains the $k$-th power of a basic word.

Proof. Represent $v$ as a product of $n|X|^{n(k+1)}$ words of length $\geq n(k+1)$. Suppose that $v$ does not contain $k$-th powers of basic words. Then by Lemma 4.4.12, each of the parts contains $n$ pairwise comparable subwords. There are at most $|X|^{n(k+1)}$ different words in $X^{+}$of length $n(k+1)$. Therefore $v$ contains at least $n$ equal disjoint subwords each of which contains $n$ pairwise Lex comparable subwords. By Lemma 4.4.11, $v$ is $n$-divisible.

From Lemma 4.4.13, one can deduce by induction that if an algebra $A=\langle X\rangle$ satisfies a multilinear identity of degree $n$ then every sufficiently long word $w$ over $X$ is equal in this algebra to a linear combination of words containing big powers of basic words. Indeed otherwise, applying the multilinear identity as above, we represent the word as a linear combination of smaller words of the same length. Then we can apply the identity to each of these words, etc. Since there are only finite number of words of any given length, this process must eventually stop. This is not exactly what we need because we do not have a bound for the number of powers of a given base $u$ in $w$. This bound is provided by the following lemma.

If $w$ is very long, not $n$-divisible and cannot be expressed as a short product of powers of basic words, then $w$ contains many subwords of the form $u^{n} v$ where $v$ is different from $u,|u|=|v| \leq n$. There are fewer than $2|X|^{2 n}$ such words, so if a word $w$ is very long, it must contain $n$ non-overlapping occurrences of the same word $u^{n} v$ of this form. The following lemma states that this is impossible.

Lemma 4.4.14. Let $w$ be a word containing $n$ non-overlapping occurrences of a word $u^{n} v$ where $|v|=|u|$ and $v \neq u$. Then $w$ contains an $n$-divisible subword.

Proof. Indeed, by the condition of the lemma $w=p u^{n} v p_{1} u^{n} v p_{2} \cdots u^{n} v p_{n}$. Since $v$ has the same length as $u$, we can compare $u$ and $v$. Suppose $u>_{\ell} v$. Then consider the following subword of $w$ :

$$
\left(u^{n} v p_{1} u\right)\left(u^{n-1} v p_{2} u^{2}\right)\left(u^{n-2} v p_{3} u^{3}\right) \cdots\left(v p_{n}\right)
$$

It is easy to see that $u^{i} v p_{n-i+1} u^{n+1-i}>_{\ell} u^{j} v p_{n+1-j} u^{n+1-j}$ for every $i>j$. Therefore this word is $n$-divisible.

Suppose $u<_{\ell} v$. Then we can apply a similar argument to the following subword of $w$ :

$$
\left(v p_{1} u^{n-1}\right)\left(u v p_{2} u^{n-2}\right)\left(u^{2} v p_{3} u^{n-3}\right) \cdots\left(u^{n} v\right) .
$$

Now we know that every word $w$ that is not $n$-divisible, can be represented in the following form: $p_{0} u_{1}^{k_{1}} p_{1} u_{2}^{k_{2}} p_{2} \ldots u_{m}^{k_{m}} p_{m}$ where $k_{i} \geq n$, the number $m$ is bounded by $2|X|^{2 n}$, the lengths of $u_{i}$ do not exceed $n$, and the lengths of $p_{i}$ are bounded by $n^{2}(n+1)|X|^{n(n+1)}$. This immediately implies Shirshov's height theorem.

Exercise 4.4.15. Under the assumptions of Theorem 4.4.7 prove that if an element $a$ can be represented by a polynomial of degree $s$ in $X$, then $a$ is a linear combination of words in $X$ of the form $v_{1}^{n_{1}} \cdots \cdots v_{h}^{n_{h}}$ (as in Theorem 4.4.7) of length at most $s$.

Exercise 4.4.16. Based on the proof of the height theorem, give an estimate for $H$ in this theorem.

For better estimates see Belov-Kanel and Rowen [36]. For even better, subexponential, estimates see Belov-Kanel and Kharitonov [35] (that result answered a question of Zel'manov from [88]). Existence of polynomial upper bounds is an outstanding open problem. Finally note that a (non-constructive) proof of a stronger version of Theorem 4.4.7 was found by de Luca and Varricchio [84] . The proof employs uniformly recurrent words.
4.4.3. Growth function of a ring satisfying a nontrivial identity. Shirshov hight theorem has the following important corollary (which first appeared in [42]):

Theorem 4.4.17. If a finitely generated associative algebra A over a commutative ring satisfies a nontrivial identity, then A has polynomial growth function.

Proof. Indeed, suppose that $A$ is generated by $k$-element set $X$, and let $H$, $n$ be the numbers from Theorem 4.4.7. Then the number of words of length $\ell$ in $X$ of the form $v_{1}^{n_{1}} \cdots \cdots v_{h}^{n_{h}}$ where $h \leq H$ and each word $v_{i}$ is of length less than $n$ does not exceed $C \ell^{H}$ where $C=k^{n H}$ (prove it!). Hence by Exercise 4.4.15 the dimension of the subspace spanned by all elements that are represented by words in $X$ of length at most $\ell$ does not exceed $C \ell^{H}$.
4.4.4. Inherently non-finitely based varieties of rings. Kaplansky's theorem 4.4.6 immediately implies

Theorem 4.4.18. There are no locally finite inherently non-finitely based varieties of rings.

Proof. Indeed, every locally finite variety of rings satisfies an identity $x^{m}=$ $x^{m+n}$ for some $m, n \geq 1$ (since the free ring with one generator of that variety is finite). On the other hand, by Kaplansky's theorem, every ring satisfying the identity $x^{m}=x^{m+n}, m, n \geq 1$, is locally finite. Hence every locally finite variety of rings is contained in a finitely based locally finite variety $\operatorname{var}\left\{x^{m}=x^{m+n}\right\}$ for some $m, n$.

### 4.4.5. The Dubnov-Ivanov-Nagata-Higman theorem.

Theorem 4.4.19 (See 94, [152). Every (not necessarily finitely generated) algebra over a field of characteristic $>n$ that satisfies the identity $x^{n}=0$ is nilpotent of class $2^{n}-1$.

Proof. We have proved this theorem in the case $n=2$ (Theorem 4.4.1). Notice that the restriction on the characteristic is important. For example, one can consider the algebra $\mathbb{F}_{p}[X]$ of polynomials in infinitely many variables over the field $\mathbb{F}_{p}$ of integers modulo $p$ ( $p$ is a prime number), and factorize this algebra by the ideal generated by all polynomials $x^{p}$ where $x \in X$. The factor algebra satisfies the identity $z^{p}=0$ because of Exercise 1.1.3,

But it is not nilpotent: the product $x_{1} \ldots x_{n}$ is not equal to 0 for any $n$ $\left(x_{i} \in X\right)$.

We will need one nice observation concerning identities. Suppose an algebra $A$ satisfies an identity $f\left(x_{1}, \ldots, x_{n}\right)=0$. We can represent this identity in the form $f_{0}+f_{1}+\ldots+f_{m}=0$ where every monomial from $f_{i}$ contains exactly $i$ occurrences of $x_{1}$ (note that $f_{i}$ is not a normal component of $f$ any more). Suppose our field has at least $m+1$ different elements $\alpha_{0}, \ldots, \alpha_{m}$. Let us substitute $x_{1} \rightarrow \alpha_{i} x_{1}$ for $i=1,2, \ldots, m$. Then we get:

$$
\left\{\begin{array}{l}
\alpha_{0}^{0} f_{0}+\alpha_{0}^{1} f_{1}+\ldots+\alpha_{0}^{m} f_{m}=0 \\
\alpha_{1}^{0} f_{0}+\alpha_{1}^{1} f_{1}+\ldots+\alpha_{1}^{m} f_{m}=0 \\
\cdots \cdots \\
\alpha_{m}^{0} f_{0}+\alpha_{m}^{1} f_{1}+\ldots+\alpha_{m}^{m} f_{m}=0
\end{array}\right.
$$

This is a system of linear equations with coefficients $\alpha_{i}^{j}$ and unknowns $f_{i}$. The matrix of that system is the Vandermonde matrix and its determinant is wellknown: $\prod_{i<j}\left(\alpha_{i}-\alpha_{j}\right) \neq 0$. Therefore every $f_{i}$ is identically equal to 0 on $A$. Hence the identity $f=0$ implies all identities $f_{i}=0, i=0, \ldots, m$.

Our identity $x^{n}=0$ implies the identity $\left(x_{1}+x_{2}\right)^{n}=0$. Let $f\left(x_{1}, x_{2}\right)=$ $\left(x_{1}+x_{2}\right)^{n}$. Then the identity

$$
f_{1}\left(x_{1}, x_{2}\right)=\sum_{i=0}^{n-1} x_{2}^{i} x_{1} x_{2}^{n-1-i}=0
$$

also follows from $x^{n}=0$. Here we used the fact that the characteristic of the field is $p>n$, and so our field contains at least $n+1$ elements.

Now consider the following sum:

$$
\begin{gathered}
\sum_{i, j=1}^{n-1} x^{n-1-i} z y^{j} x^{i} y^{n-1-j}= \\
\sum_{j=1}^{n-1}\left(\sum_{i=1}^{n-1} x^{n-1-i}\left(z y^{j}\right) x^{i}\right) y^{n-1-j}= \\
-\sum_{j=1}^{n-1} x^{n-1} z y^{j} y^{n-1-j}=-(n-1) x^{n-1} z y^{n-1} .
\end{gathered}
$$

On the other hand

$$
\begin{gathered}
\sum_{i, j=1}^{n-1} x^{n-1-i} z y^{j} x^{i} y^{n-1-j}= \\
\sum_{i=1}^{n-1} x^{n-1-i} z\left(\sum_{j=1}^{n-1} y^{j} x^{i} y^{n-1-j}\right)= \\
-\sum_{i=1}^{n-1}\left(x^{n-1-i} z x^{i}\right) y^{n-1}=x^{n-1} z y^{n-1} .
\end{gathered}
$$

Thus $n x^{n-1} z y^{n-1}=0$. Since the characteristic is greater than $n$ we have that $x^{n-1} z y^{n-1}=0$.

Now let us consider an algebra $A$ over the field $K$ satisfying $x^{n}=0$. Suppose (by induction) that an arbitrary associative algebra over $K$ that satisfies the identity $x^{n-1}=0$ is nilpotent of class $2^{n-1}-1$. Consider the ideal $I$ of $A$ generated by all powers $x^{n-1}$. This ideal is a vector space spanned by all products of the form $p x^{n-1} q$ for some $p, q \in A$. Since we have the identity $x^{n-1} z y^{n-1}=0$ we have that $I A I=\{0\}$ (the product of every three elements $a, b, c$ where $a, c \in I, b \in A$ is 0 ). By the induction hypothesis we have that $A / I$ is nilpotent of class $2^{n-1}-1$. Therefore the product of every $2^{n-1}-1$ elements of $A$ belongs to $I$. Hence the product of every $\left(2^{n-1}-1\right)+1+\left(2^{n-1}-1\right)=2^{n}-1$ elements of $A$ may be represented as a product of three elements $a, b, c$ where $a, c \in I, b \in A$. We have proved that this product is 0 , so $A$ is nilpotent of class $2^{n}-1$. This completes the proof of the Dubnov-Ivanov-Nagata-Higman theorem.

Notice that the estimate $2^{n}-1$ is not optimal. Razmyslov [272] proved that the upper bound is $n^{2}$ while Kuzmin 190 proved that the lower bound is $\frac{n(n-1)}{2}$ (and conjectured that this is an upper bound as well). More precise estimates can be found in a recent paper by Lopatin [205] (where one also can find a
much more detailed history of the attempts to prove Kuzmin's conjecture) and by Belov-Kanel and Kharitonov [35].
4.4.6. Golod counterexamples to the Kurosh problem. Kaplansky's Theorem 4.4.6 shows that every finitely generated algebra over a commutative ring satisfying the identity $x^{n}=0$ is finite dimensional. It turns out, however, that if we allow the exponent $n$ to depend on $x$, then the situation is quite different.

Recall that an algebra $A$ is called a nil-algebra if for every $x \in A$ there exists a number $n_{x}$ such that $x^{n_{x}}=0$. Specializing to nil-algebras, the Kurosh problem asks if all finitely generated nil-algebras are nilpotent. In 1964 Golod [114, using a method of Golod and Shafarevich [116], constructed a counterexample. The method of Golod and Shafarevich came from a study of Galois groups of algebraic extensions of the field of rational numbers.

Theorem 4.4.20. For an arbitrary finite or countable field $K$ there exists a finitely generated infinite dimensional nil-algebra over $K$.

Let $K$ be a finite or countable field and $X$ a finite set. Consider the free algebra $F=K X^{+}$.

Every algebra $A$ is a quotient algebra of $F$ over some ideal $I$. Thus we have to construct an ideal $I$ of $F$ such that

$$
\begin{equation*}
F / I \text { is a nil-algebra, } \tag{1}
\end{equation*}
$$

$F / I$ is not finite dimensional.
In order to achieve the first goal we have to have the following: for every element $p \in F$ there must be a number $n_{p}$ such that $p^{n_{p}} \in I$. In order to achieve the second goal we want $I$ to be as small as possible (the smaller $I$ we take, the bigger $F / I$ we get). Thus we may suppose that $I$ is generated by all these $p^{n_{p}}$. Therefore our problem may be rewritten in the following form.
(1) List all elements from $F$ (recall that $K$ is finite or countable, $X^{+}$is also countable, so $F=K X^{+}$is countable):

$$
p_{1}, p_{2}, \ldots
$$

For every $i=1,2, \ldots$ choose a natural number $n_{i}$. Let $I$ be the ideal generated by $p_{i}^{n_{i}}$. The question is how to make a choice of $n_{i}$ in order to obtain an infinite dimensional quotient algebra $F / I$.
To solve this problem we first of all will make it a bit harder. Recall that every polynomial $p$ in $F$ is a sum of homogeneous components $h_{1}+\ldots+h_{m}$ where for every $i$ all monomials in $h_{i}$ have the same length $i$ (which is the degree of $h_{i}$ ).

Let $|X|=d \geq 2$. Then there exist exactly $d^{n}$ words over $X$ of length $n$. Thus for every $n$ the space $F_{n}$ of homogeneous polynomials of degree $n$ from $F$ has dimension $d^{n}$ (it is spanned by the words of length $n$ in the alphabet $X$ ).

If an ideal $I$ is generated by a set $R$ of homogeneous polynomials, then it is spanned by homogeneous polynomials. Indeed by the definition $I$ is spanned by $X^{*} R X^{*}$. Each polynomial in $X^{*} R X^{*}$ is homogeneous. Therefore in this case $I=\left(I \cap F_{1}\right) \oplus\left(I \cap F_{2}\right) \oplus \ldots$ Thus $I$ has a nice decomposition into a sum of
finite dimensional subspaces (a subspace of a finite dimensional space is finite dimensional). This shows that ideals generated by homogeneous polynomials are easier to study than arbitrary ideals.

Unfortunately the ideal $I$ generated by $p_{i}^{n_{i}}$ won't be generated by homogeneous polynomials. Hence we shall make a sacrifice. Let us generate $I$ not by $p_{i}^{n_{i}}$ but by all homogeneous components of $p_{i}^{n_{i}}$. For example if $p_{i}=x+y^{2}$ and we choose $n_{i}=2$ then $p_{i}^{2}=x^{2}+y^{4}+x y^{2}+y x^{2}$, the homogeneous components will be $x^{2}$ (degree 2), $x y^{2}+y^{2} x$ (degree 3), $y^{4}$ (degree 4). We will put all these components into $I$. It is clear that the ideal generated by these components is bigger than the ideal generated by $p_{i}^{n_{i}}$, so the quotient algebra will be a nil-algebra also.

Let $R$ be the subspace spanned by the homogeneous components of $p_{i}^{n_{i}}, i=$ $1,2, \ldots, I$ be the ideal generated by $R, X^{\prime}$ be the subspace spanned by $X$.

Now let us introduce the key concept of the proof of Golod's theorem.
With every subspace $S$ of $F$ spanned by homogeneous polynomials we associate the following Hilbert series:

$$
H_{S}=\sum_{i=1}^{\infty} h_{n} t^{n}
$$

where $h_{n}$ is the dimension of $S \cap F_{n}$ and $t$ is the unknown (compare with the growth series from Section [1.5). So $H_{S}$ is a formal series in one unknown. For example

$$
\begin{equation*}
H_{X^{\prime}}=d t, H_{F}=\sum_{n} d^{n} t^{n}=\frac{d t}{1-d t} . \tag{4.4.3}
\end{equation*}
$$

It turns out that the algebraic properties of $F / I$ are closely related to the properties of the Hilbert series of $R$.

Since $I=\left(I \cap F_{1}\right) \oplus\left(I \cap F_{2}\right) \oplus \ldots, F / I$ is isomorphic as a vector space to the sum of complements $I^{c}=\left(I \cap F_{1}\right)^{c} \oplus\left(I \cap F_{2}\right)^{c} \oplus \ldots$ where $\left(I \cap F_{j}\right)^{c} \oplus\left(I \cap F_{j}\right)=F_{j}$ (every proper subspace has many complements, we choose one of them).The algebra $F / I$ is finite dimensional if and only if $I^{c}$ is finite dimensional, which happens if and only if $h_{i}=\operatorname{dim}\left(I^{c} \cap F_{i}\right)$ is zero for all sufficiently large $i$. In other words, $F / I$ is finite dimensional if and only if the Hilbert series $H_{I^{c}}$ is a polynomial. Therefore by a clever choice of $n_{i}$ we have to make $H_{I^{c}}$ not a polynomial.

Notice that we can choose $n_{i}$ as we want. We can, for example, suppose that $R$ does not have elements of degree $\leq 9$ (it is enough to take all $n_{i} \geq 10$ ). We also can choose $n_{i}$ in such a way that all coefficients in $H_{R}$ are either 0 or 1: just choose $n_{i}$ big enough so that all homogeneous components of $p_{i}^{n_{i}}$ have greater degrees than homogeneous components of $p_{j}^{n_{j}}$ for $j<i$. It is possible because we choose $n_{1}, n_{2} \ldots$ one by one.

Now we need some elementary properties of the Hilbert series. We say that $H_{S} \leq H_{T}$ if every coefficient of $H_{S}$ does not exceed the corresponding coefficient of $H_{T}$ (i.e., the series $H_{T}-H_{S}$ has nonnegative coefficients).
$\left(\mathrm{GS}_{1}\right) \quad$ If $S=T+U$ (a sum of two subspaces) then $H_{S} \leq H_{T}+H_{U}$. If this is a direct sum, then $H_{S}=H_{T}+H_{U}$. This follows from the fact that
the dimension of the sum of two subspaces does not exceed the sum of dimensions of these subspaces and the dimension of a direct sum is equal to the sum of dimensions of the summands.

If $S=T U$ (recall that $T U$ consists of linear combinations of products $t u$ where $t \in T, u \in U)$, then $H_{S} \leq H_{T} H_{U}$. This follows from the fact that if $V, V^{\prime}$ are finite dimensional spaces of $F$ with bases $v_{1}, \ldots, v_{m}$ and $v_{1}^{\prime}, \ldots, v_{n}$, then $v_{i} v_{j}^{\prime}, 1 \leq i \leq m, j \leq j \leq n$ spans $V V^{\prime}$.
$\left(\mathrm{GS}_{3}\right)$ If $H, H^{\prime}, H^{\prime \prime}$ are formal power series with nonnegative coefficients and $H \leq H^{\prime}$ then $H H^{\prime \prime} \leq H^{\prime} H^{\prime \prime}$.

Exercise 4.4.21. Prove properties $\left(\mathrm{GS}_{1}\right),\left(\mathrm{GS}_{2}\right),\left(\mathrm{GS}_{3}\right)$.
Let us use these properties. Since $I$ is generated by $R$, we have (by Exercise 4.1.1) that

$$
I=R+F R+R F+F R F .
$$

Since $I \oplus I^{c}=F$ we have that

$$
I=R+I^{c} R+I R+R I^{c}+R I+F R F .
$$

Since $F R \subseteq I, R I^{c} \subseteq I F, R I \subseteq I F, I R \subseteq I F$ we have

$$
I=R+I^{c} R+I F .
$$

Now since $I$ is an ideal, for every word $w \in X^{+}$we have $I w \subseteq I x$ where $x$ is the last letter of $w$. Therefore $I F=I X^{\prime}$, so

$$
\begin{equation*}
I=R+I^{c} R+I X^{\prime} . \tag{4.4.4}
\end{equation*}
$$

The equality $F=I \oplus I^{c}$ and property $\left(\mathrm{GS}_{1}\right)$ imply $H_{I}=H_{F}-H_{I^{c}}$. Applying $\left(\mathrm{GS}_{1}\right)$ and $\left(\mathrm{GS}_{2}\right)$ to (4.4.4) we obtain:

$$
H_{F}-H_{I^{c}} \leq H_{R}+H_{I^{c}} H_{R}+\left(H_{F}-H_{I^{c}}\right) H_{X^{\prime}} .
$$

Expand and move everything to the right:

$$
0 \leq H_{I^{c}}+H_{I^{c}} H_{R}-H_{I^{c}} H_{X^{\prime}}+H_{R}-H_{F}+H_{F} H_{X^{\prime}} .
$$

Therefore

$$
0 \leq H_{I^{c}}\left(1+H_{R}-H_{X^{\prime}}\right)+H_{R}-H_{F}+H_{F} H_{X^{\prime}} .
$$

Recall that $H_{X^{\prime}}=d t, H_{F}=\frac{d t}{1-d t}($ see (4.4.3) $)$. Therefore $H_{F} H_{X^{\prime}}-H_{F}=-d t$. Hence we have:

$$
0 \leq H_{I^{c}}\left(1+H_{R}-d t\right)+H_{R}-d t .
$$

Add 1 to both sides of this equality:

$$
1 \leq\left(H_{I^{c}}+1\right)\left(1-d t+H_{R}\right) .
$$

Let $P=H_{I^{c}}+1$. We can conclude that $1 \leq P\left(1-d t+H_{R}\right)$. The function $\mathrm{GS}_{R}(t)=1-d t+H_{R}$ is called the Golod-Shafarevich function of $R$. Suppose that $P$ is a polynomial. Then the function $P(t)$ is defined on the whole real line. Take a real number $t>0$ small enough so that the series $\mathrm{GS}_{R}(t)$ converges. Then
$1<P(t) \mathrm{GS}_{R}(t)$ where $<$ is the usual order on real numbers (why?). Since all coefficients of $P$ are not negative, $P(t) \geq 0$. Thus we would get a contradiction if we find a $t>0$ such that $\mathrm{GS}_{R}(t)<0$.

Since all coefficients of $H_{R}$ are 0 or 1 and the first 9 coefficients are 0 , we have

$$
\operatorname{GS}_{R}(t) \leq 1-d t+\sum_{i=10}^{\infty} t^{i}=1-d t+\frac{t^{10}}{1-t} .
$$

Now take $t=\frac{1.5}{d}$. Then $G S_{R}(t)$ converges (why?) and

$$
1-d t+\frac{t^{10}}{1-t}=-.5+\frac{1.5^{10}}{d^{10}-1.5 d^{9}}<0
$$

since $d \geq 2$.
This completes the proof of Theorem 4.4.20.
Exercise 4.4.22. Prove that the algebra $F / I$ has infinite Gelfand-Kirillov dimension. Hint: Prove that the radius of convergence of $H_{I^{c}}$ cannot exceed $\frac{1.5}{d}$, which implies that $\operatorname{dim}\left(I_{n}^{c}\right)$ grow exponentially.

Golod's construction was essentially the only known construction of counterexamples to Kurosh's problem untill 2007 when a new (syntactic!) method was developed by Lenagan and Smoktunowicz in [200]. In fact they managed to construct a finitely generated nil-algebra over any countable field given by homogeneous polynomial relations such that the algebra has polynomial growth, i.e., its Gelfand-Kirillov dimension is finite.
4.4.7. Zimin words and the Baer radical. Here we present some classic results about the so-called Baer radical (or lower nil-radical) of an associative ring. Roughly speaking, the idea of a radical in the structure theory of rings is the following. One assigns to every ring $R$ its ideal $\mathfrak{r}(R)$ such that $\mathfrak{r}(R / \mathfrak{r}(R))=\{0\}$. So if the elements of $\mathfrak{r}(R)$ are "bad" in some sense, then taking the quotient over $\mathfrak{r}(R)$ allows one to get rid of all bad elements and to pass to a ring that is "good" (for instance, the quotient may have a nice decomposition as a direct sum of ideals, see Theorem 4.5 .3 below). The Baer radical is one of several successful implementations of this idea (others are the Köthe radical, the Levitzki radical, the Jacobson radical, etc.). Restricted to finite rings (and even to finitely generated associative rings satisfying a nontrivial identity), all these standard radicals coincide (see Theorem 4.6.2), so considering only one of them is well sufficient for our purposes. We will need the Baer radical in the next section. Also it is interesting for us because of the role of Zimin words. Actually, it is the description of the Baer radical where Zimin words seem to appear for the very first time.

An ideal $P$ of a ring $R$ is called prime if for any two ideals $I$ and $J$ of $R$, the inclusion $I J \subseteq P$ implies that either $I \subseteq P$ or $J \subseteq P$. As the terminology suggests, this notion is inspired by the notion of a prime number.

Exercise 4.4.23. Prove that an ideal $I \subset \mathbb{Z}$ is prime if and only if either $I=\{0\}$ or $I=p \mathbb{Z}$ where $p$ is a prime number.

The intersection of all prime ideals of a ring $R$ is called the Baer radical of $R$. In the literature, this radical is often referred to as the lower nil-radical. The above definition is due to McCoy [224]; the fact that the radical defined by McCoy coincides with the one defined by Baer [16] was proved by Levitzki [201]. We denote the Baer radical of $R$ by $B(R)$.

Our goal is to characterize the elements of $B(R)$. First, we characterize prime ideals in terms of elements.

Lemma 4.4.24. An ideal $P$ of a ring $R$ is prime if and only if for every $a, b \notin P$ there exists $x \in R$ such that $a x b \notin P$.

Proof. Assume that $P$ is prime and let $a x b \in P$ for all $x \in R$, that is $a R b \subseteq P$. Then $(R a R)(R b R) \subseteq P$ hence either $R a R \subseteq P$ or $R b R \subseteq P$. Suppose that $R a R \subseteq P$ and let $I=a+a R+R a+R a R$. Then $I$ is the smallest ideal containing $a$ and $I^{3} \subseteq P$. This implies that $I \subseteq P$ hence $a \in P$. Similarly, if $R b R \subseteq P$, then $b \in P$.

Conversely, assume that $P$ is an ideal satisfying the condition of the lemma. If $I$ and $J$ are ideals not contained in $P$, take elements $a \in I \backslash P$ and $b \in J \backslash P$. Then $a x b \notin P$ for some $x \in R$ while $a x b \in I J$. Hence $I J \nsubseteq P$ and the ideal $P$ is prime.

Suppose that $P$ is a prime ideal of a ring $R$ and $a_{1} \notin P$. By Lemma 4.4.24 there exists $x_{2} \in R$ such that $a_{1} x_{2} a_{1} \notin P$. If we denote $a_{1} x_{2} a_{1}$ by $a_{2}$, then by the same argument applied to $a_{2}$ there exists $x_{3} \in R$ such that $a_{2} x_{3} a_{2} \notin P$. We can iterate the process, finding an infinite sequence $x_{2}, x_{3}, \ldots, x_{n}, \ldots$ such that no element in the sequence $a_{1}, a_{2}, \ldots, a_{n}, \ldots$ defined by $a_{n}=a_{n-1} x_{n} a_{n-1}$ belongs to $P$. Observe that the sequence $a_{1}, a_{2}, \ldots, a_{n}, \ldots$ consists of values of Zimin words $Z_{i}$ : indeed,

$$
\begin{equation*}
a_{1}=Z_{1}\left(a_{1}\right), a_{2}=Z_{2}\left(a_{1}, x_{2}\right), \ldots, a_{n}=Z_{n}\left(a_{1}, x_{2}, \ldots, x_{n}\right), \ldots \tag{4.4.5}
\end{equation*}
$$

(where $Z_{i}\left(u_{1}, \ldots, u_{i}\right)$ is the result of substitution $x_{1} \mapsto u_{1}, \ldots, x_{i} \mapsto u_{i}$ into $Z_{n}$ ). This observation suggests the following definition: for every sequence

$$
a_{1}, x_{2}, x_{3}, \ldots, x_{n}, \ldots
$$

of elements of a ring $R$, we say that the sequence (4.4.5) is a $Z$-sequence starting with $a_{1}$. Z-sequences were introduced by Levitzki 201 (under the name " $m$ sequences"). We say that a Z-sequence $a_{1}, a_{2}, \ldots, a_{n}, \ldots$ vanishes if $a_{k}=0$ for some $k$ - then of course $a_{\ell}=0$ for all $\ell \geq k$. We are ready to present Levitzki's characterization of the elements contained in the Baer radical.

Proposition 4.4.25. Let $R$ be a ring. An element $a \in R$ belongs to the Baer radical $B(R)$ if and only if every $Z$-sequence starting with a vanishes.

Proof. If $a \notin B(R)$, then there is a prime ideal $P$ of $R$ such that $a \notin P$. The argument preceding the definition of a Z -sequence shows that then there exists a Z-sequence starting with $a$ all of whose elements do not belong to $P$. Clearly, this sequence does not vanish.

Conversely, let $a_{1}(=a), a_{2}, \ldots, a_{n}, \ldots$ be a Z-sequence starting with $a$ that does not vanish. Consider the set of all ideals of $R$ that contain no element of
the Z-sequence. The set is nonempty (since it contains $\{0\}$ ) and is easily seen to satisfy the conditions of Zorn's Lemma 1.1.7. Let $P$ be a maximal ideal in this set; we will show that $P$ is prime. If $I$ and $J$ are ideals not contained in $P$, then both $I+P$ and $J+P$ contain some elements of the Z-sequence $a_{1}, a_{2}, \ldots, a_{0} n, \ldots$. Clearly, if $a_{k}$ belongs to $I+P$, then so does $a_{\ell}$ for all $\ell \geq k$. Therefore we may assume that $I+P$ and $J+P$ contain $a_{k}$ for some $k$. Since $a_{k+1}=a_{k} x_{k+1} a_{k}$ for some $x_{k+1}$, we have $a_{k+1} \in I J+P$. On the other hand, $a_{k+1} \notin P$ by the choice of $P$ hence $I J \nsubseteq P$. Thus, $P$ is prime and $a \notin B(R)$ since $a \notin P$.

With the above characterization in hand, we can easily deduce three basic properties of the Baer radical.

Corollary 4.4.26. Let $R$ be a ring.
(1) $B(R)$ is a nil-ring.
(2) $\quad B(R)$ contains every nilpotent right or left ideal.
(3) $\quad B(R / B(R))=\{0\}$; in particular, the ring $R / B(R)$ has no non-zero nilpotent right (left) ideals.

Proof. (1) Take an element $a \in B(R)$ and consider the Z-sequence $a=$ $Z_{1}(a), a^{3}=Z_{2}(a, a), \ldots, a^{2^{n}-1}=Z_{n}(a, a, \ldots, a), \ldots$. Since the sequence vanishes, some power of $a$ is equal to 0 .
(2) If $I$ is a right ideal of $R$ (for left ideals the proof is similar) and a Zsequence $a_{1}, a_{2}, \ldots, a_{n}, \ldots$ starts with $a_{1} \in I$, then $a_{k} \in I^{2^{k-1}}$ for all $k=1,2, \ldots$. Therefore if $I$ is a nilpotent right ideal, then every Z-sequence starting with an arbitrary element of $I$ vanishes hence $I \subseteq B(R)$.
(3) Take an arbitrary $\bar{a} \in B(R / B(R))$ and let $a \in R$ be a preimage of $\bar{a}$. If $a_{1}(=a), a_{2}, \ldots, a_{n}, \ldots$ is a Z-sequence starting with $a$, then the sequence of images $\bar{a}_{1}, \bar{a}_{2}, \ldots, \bar{a}_{n}, \ldots$ is a Z -sequence in $R / B(R)$ starting with $\bar{a}$ so it vanishes. This means that $a_{k} \in B(R)$ for some $k$. It is clear that $a_{k}, a_{k+1}, \ldots, a_{n}, \ldots$ is a Z-sequence starting with $a_{k}$ so it vanishes. Therefore the sequence $a_{1}$ (= $a), a_{2}, \ldots, a_{n}, \ldots$ vanishes and $a \in B(R)$, that is, $\bar{a}=0$. The "in particular" statement follows now from Part (2).

### 4.5. The finite basis problem

Here we discuss the finite basis problem for identities of associative rings. It is worth comparing this discussion with a similar discussion for the group case in the next chapter. One can observe that in a sense associative rings tend to be "more finitely based" than groups: even though methods applied to the study of the finite basis problem in rings and groups are quite similar, as a rule, "positive" results are easier to prove in the ring case while "negative" examples are easier for groups.
4.5.1. Basic facts about finite associative rings. An associative ring $R$ is called a division ring if $R \backslash\{0\}$ is a group under multiplication (called the multiplicative group of $R$ ).

Lemma 4.5.1 (Wedderburn [214). Every finite division ring $R$ is a field (i.e., it is commutative) and $R \backslash\{0\}$ is a cyclic group (under multiplication).

There are very many short proofs of this important result including $\mathbf{1 1}, \mathbf{1 5 1}$ and the proof published by the future unabomber Ted Kaczynski $\mathbf{1 6 4}$, so we do not include the proof here.

Lemma 4.5.1 can be used to show that for every $n$, the ring of all $n \times n$ matrices over a finite field is generated by two elements. A concrete 2-element generating set is presented in the following exercise where $e_{i, j}$ stands for the usual matrix unit.

EXERCISE 4.5.2. If $\alpha$ is a generator of the multiplicative group $F \backslash\{0\}$, then the ring of all $n \times n$-matrices over $F$ is generated by the matrices $\alpha e_{12}$ and $e_{12}+e_{23}+\cdots+e_{n-1 n}+e_{n 1}$. Hint: Prove that every $n \times n$-matrix unit $e_{i, j}$ belongs to the ring generated by these two matrices.

The following theorem contains facts which clarify the structure of finite rings.

Theorem 4.5.3. The Baer radical $B(R)$ of every finite ring $R$ is a nilpotent ideal. If $R \neq B(R)$, then the quotient $R / B(R)$ decomposes as a direct sum of ideals $R / B(R)=S_{1}+\cdots+S_{m}$ where each $S_{i}$ is isomorphic to the ring of all $n_{i} \times n_{i}$-matrices over a finite field $F_{i}$. In particular, $R / B(R)$ has no non-zero nilpotent quotients.

Proof. By Corollary 4.4.26, Part $(1), B(R)$ is a nil-ideal. Hence, $B(R)$ is nilpotent by Lemma 3.1.16,

Let $I$ be a minimal right ideal of $\bar{R}=R / B(R)$. By Part (3) of Corollary 4.4.26, $I$ is not nilpotent. Then by Lemmas 3.1.14 and 3.1.16, $I$ contains a nonzero idempotent $e$. Then the right ideal generated by $e$, i.e., $e \bar{R}$, is a non-zero right ideal of $\bar{R}$ contained in $I$, hence $I=e \bar{R}$, that is $I$ is generated as a right ideal by an idempotent. Recall that there is a natural partial order on the set of idempotents: $e \leq f$ if $e f=f e=e$.

EXERCISE 4.5.4. Prove that if $I$ is a minimal right ideal of $\bar{R}$, then the idempotent $e$ is minimal in the multiplicative semigroup $\bar{R}$.

The same statement of course is true for minimal left ideals. Let us prove the converse statement of Exercise 4.5.4. Suppose that $e$ is a minimal idempotent in the multiplicative semigroup $\bar{R}$ but $e \bar{R}$ is not a minimal right ideal. Then there exists an idempotent $f \neq 0$ such that $f \bar{R} \mp e \bar{R}$, and $f \bar{R}$ is a minimal right ideal of $\bar{R}$. Then $e x=f$ for some $x$ or $e f=f$. Hence $f e f e=f e$. If $f e=0$, then $f^{2}=e f e f=0$, a contradiction. So $f e$ is a non-zero idempotent in $f \bar{R}$. But $e f e=f e, f e e=f e$, so $f e \leq e$. Hence $f e=e$, and $f \bar{R}=e \bar{R}$, a contradiction. Thus minimal idempotents in $\bar{R}$ are precisely the idempotents generating minimal right (and, of course, minimal left) ideals.

A set of idempotents $e_{1}, \ldots, e_{n}$ is called orthogonal if $e_{i} e_{j}=e_{j} e_{i}=0$ whenever $i \neq j$. Note that the sum of an orthogonal set of idempotents is an idempotent (prove it!).

We claim that an arbitrary non-zero right ideal $J$ of $\bar{R}$ is generated (as a right ideal) by an idempotent that is the sum of an orthogonal set of minimal idempotents. If $J$ is minimal, then $J$ is generated by a minimal idempotent as
shown above. Suppose that $J$ is not minimal. Inducting on $|J|$, we may assume that the claim holds for all non-zero right ideals that are strictly contained in $J$. Now take a minimal non-zero right ideal $I_{0} \mp J$ and let $e_{0}$ be an idempotent such that $I_{0}=e_{0} \bar{R}$. Consider the set $I=\left\{x-e_{0} x, x \in J\right\}$ which is clearly a right ideal in $\bar{R}$. Note that $e_{0} I=\{0\}$ and $J=I+I_{0}$. If $I=\{0\}$, then $x=e_{0} x$ for all $x \in J$, that is, $J=I_{0}$, a contradiction. Thus, $I \neq 0$; on the other hand, $I \mp J$ since $e_{0} \notin I$. Therefore, the induction assumption applies to $I$. Let $f$ be an idempotent that generates $I$ as a right ideal and can be represented as the sum of an orthogonal set of minimal idempotents $f_{1}, \ldots, f_{n}$. It is easy to see that each $g_{i}=f_{i}-f_{i} e_{0}$, $i=1, \ldots, n$ is an idempotent generating the same right ideal as $f_{i}$ since $g_{i} f_{i}=f_{i}$, hence $g_{i}$ generates a minimal right ideal. Also the set $g_{i}, i=1, \ldots, n$ is clearly orthogonal, $e_{0} g_{i}=g_{i} e_{0}=0$, and $g=g_{1}+\ldots+g_{n}=f-f e_{0}$ generates $I$ as a right ideal of $\bar{R}$. Therefore $e=e_{0}+g=e_{0}+g_{1}+\cdots+g_{n}$ is the sum of an orthogonal set of minimal idempotents, and $e$ generates $J=I_{0}+I$ as a right ideal since $e e_{0}=e_{0}$ and $e g=g$. This proves our claim.

Now suppose that $S$ is a non-zero two-sided ideal in $\bar{R}$. Since $S$ is a right ideal, $S=e \bar{R}$ for some idempotent $e$ as in the previous paragraph. Then $s=e s$ for all $s \in S$. We claim that $s=s e$ as well. Indeed, the set $L=\{s-s e \mid s \in S\}$ is a left ideal in $\bar{R}$ and $L^{2} \subseteq L S=L e S=\{0\}$. Since $\bar{R}$ has no non-zero nilpotent left ideals by Corollary 4.4.26, Part (3), we conclude that $L=\{0\}$ and $s=s e$ for all $s \in S$. Thus, $e$ is a two-sided identity element of $S$. Moreover, for each $x \in \bar{R}$, we have $e x, x e \in S$ hence $e x=e x e$ and $x e=e x e$. This means that $e$ commutes with an arbitrary $x \in \bar{R}$, that is, $e$ is a central idempotent of $\bar{R}$.

For $S=\bar{R}$ the above argument shows that $\bar{R}$ has a two-sided identity element which we denote by 1 . This immediately implies the "in particular" statement of the theorem (because nilpotent rings cannot have identity elements).

Now let $M$ be a minimal non-zero two-sided ideal of $\bar{R}$. The following exercise is similar to Exercise 3.6.6.

Exercise 4.5.5. Prove that if $I$ is a minimal non-zero two-sided ideal of a ring, then either $I^{2}=\{0\}$ or $I$ is a simple ring.

Since $\bar{R}$ has no no-zero nilpotent ideals, Exercise 4.5.5 implies that $M$ is a simple ring. Further, $M=e \bar{R}=\bar{R} e$ for some idempotent $e=e_{1}+\ldots+e_{n}$ where $e_{1}, \ldots, e_{n}$ is an orthogonal set of minimal idempotents. Since $e_{i}$ is a minimal idempotent, $G_{i}=e_{i} \bar{R} e_{i}$ is a group with zero element adjoined. It is also a subring of $\bar{R}$. By Lemma 4.5.1 $G_{i}$ is a finite field. Consider the set $N=\bigcup_{i, j=1}^{n} e_{i} \bar{R} e_{j}$. It is easy to see that $N$ is a subsemigroup of the multiplicative semigroup $\bar{R}$. Suppose that for some $i, j$, we have $e_{i} \bar{R} e_{j}=\{0\}$. Then $\bar{R} e_{i} \overline{R R} e_{j} \bar{R}=\{0\}$. But $M$ as a simple ring is generated as a two-sided ideal by any of its non-zero elements, in particular, by $e_{i}$ and by $e_{j}$. Thus, if $x, y \in M$, we can write $x$ as a sum of elements from $\bar{R} e_{i} \bar{R}$ and write $y$ as a sum of elements from $\bar{R} e_{j} \bar{R}$ hence multiplying $x$ by $y$ yields 0 . Hence $M^{2}=\{0\}$, a contradiction. Thus $e_{i} \bar{R} e_{j} \neq 0$. Let $x=e_{i} p e_{j}$ be a non-zero element of $N$. Since $e_{i}$ is a minimal idempotent, we have $x t=e_{i}$ for some $t$. For every $\ell=1, \ldots, n$ there exists $y \in \bar{R}$ such that $e_{i} y e_{\ell} \neq 0$. Since $e_{\ell}$ is a minimal idempotent, then $z e_{i} y e_{\ell}=e_{\ell}$ for some $z$. Therefore the ideal generated
by every non-zero element of $N$ is $N$. Therefore $N$ is a completely 0 -simple semigroup by Theorem 3.6.16. Clearly an element $e_{i} x e_{j} \in N$ is an idempotent if and only if it is equal to $e_{i}$. Since the product of every two different idempotents of $N$ is 0 , we conclude, using Theorem 3.6.16 and Exercise 3.6.19, that $N$ is the Brandt semigroup over the group $G=e_{1} \bar{R} e_{1} \backslash\{0\}$. We can represent elements of $N$ as triples $(i, g, j), i, j=1, \ldots, n, g \in G$, as in Theorem 3.6.16.

Every element of $M$ is a sum of triples $\left(i, g_{i, j}, j\right)$. With every sum $t$ like that, we associate the $n \times n$-matrix $m_{t}=\left(g_{i, j}\right)$ where $g_{k, \ell}=0$ if the summand $\left(k, g_{k, \ell}, \ell\right)$ is missing. It is easy to see that the map $\phi: t \mapsto m_{t}$ is a well-defined, that is if $t=t^{\prime}$ in $R$ then $m_{t}=m_{t^{\prime}}$. Indeed, if

$$
t=\sum_{i, j}\left(i, g_{i, j}, j\right)=\sum_{i, j}\left(i, g_{i, j}^{\prime}, j\right)=t^{\prime},
$$

then multiply both sums from the left by $(i, 1, i)$ and from the right by $(j, 1, j)$. We get $\left(i, g_{i, j}, j\right)=\left(i, g_{i, j}^{\prime}, j\right)$ for every $i, j$, hence $m_{t}=m_{t^{\prime}}$. Also clearly $\phi$ is a surjective homomorphism. Since $M$ is a simple ring by Exercise 4.5.5, $\phi$ must be injective, and $M$ is isomorphic to a matrix ring over the field $G \cup\{0\}$. Since $\bar{R}=M+(1-e) M$ (a direct sum), we conclude by induction on $|\bar{R}|$ that $\bar{R}$ is a direct sum of rings of matrices over finite fields.
4.5.2. Positive result. Identities of finite rings. In this subsection we prove the Kruse-L'vov parts of Theorems [1.4.33, 1.4.36; every finite associative ring generates a finitely based and even Cross variety. The proof presented here follows the original proof by L'vov with a neat simplification suggested by Latyshev [192].

Remark 4.5.6. Note that for rings the condition (c) in the definition of a Cross variety (see Section 1.4.7) can be substituted by a formally weaker condition
(c') there exists a positive integer $N$ such that every critical ring in $\mathcal{V}$ can be generated by $N$ elements.

Indeed, in a locally finite variety of rings there are only finitely many $N$ generated rings (prove it!).

Thus, to prove Theorem 1.4 .36 for finite rings, it is sufficient to construct, given a finite ring $A$, a finite set $\Sigma$ of identities holding in $A$ such that the variety var $\Sigma$ is locally finite and satisfies (c'). Then var $\Sigma$ is a Cross variety and so is var $A$ by Proposition 1.4.35,
4.5.2.1. The number of generators of critical rings. The following observation by Latyshev [192] serves as the main tool for bounding the number of generators for critical rings.

Lemma 4.5.7. Let $R$ be a finite ring and $R_{1}, \ldots, R_{m}$ be proper subrings of $R$ such that each element $r \in R$ can be represented as a sum $r=\sum_{i=1}^{m} r_{i}$ with $r_{i} \in R_{i}$ (so $R=R_{1}+\ldots+R_{m}$ ). Suppose that for each nonempty subset $\Lambda \subseteq$ $\{1, \ldots, m\}$ either the subrings $R_{j}$ with $j \in \Lambda$ do not generate $R$ or $R_{i_{1}} R_{i_{2}} \cdots R_{i_{p}}=$ $\{0\}$ whenever $\left\{i_{1}, \ldots, i_{p}\right\}=\Lambda$. Then the ring $R$ is not critical.

Proof. By the definition of critical algebras, we need to show that $R$ is in the variety generated by its proper subrings. Thus we must prove that if an identity $f\left(x_{1}, \ldots, x_{n}\right)=0$ holds in every proper subring of $R$, then it holds in $R$. Let $a_{1}, \ldots, a_{n}$ be elements of $R$. Since every element of $R$ is a sum of elements from $R_{i}$, each $a_{i}$ can be represented as $\sum_{j=1}^{m} a_{i, j}$ where $a_{i, j} \in R_{j}$. Our goal is to show that $f\left(a_{1}, \ldots, a_{n}\right)=0$. Note that $f\left(a_{1}, \ldots, a_{n}\right)$ is a sum of words in $a_{i, j}$ and we can write

$$
f\left(a_{1}, \ldots, a_{n}\right)=\sum_{\varnothing \neq \Lambda \subseteq\{1, \ldots, m\}} f_{\Lambda},
$$

where each $f_{\Lambda}$ is a sum of words involving precisely the letters $a_{i, j}$ with $j \in \Lambda$ (i.e., $f_{\Lambda}$ is a normal component of $\left.f\left(\sum a_{1, j}, \sum a_{2, j}, \ldots, \sum a_{n, j}\right)\right)$.

It is enough to prove that each $f_{\Lambda}$ is equal to 0 in $R$. We induct on $|\Lambda|$. If $|\Lambda|=1, \Lambda=\{k\}$, then $f_{\Lambda}=f\left(a_{1, k}, \ldots, a_{n, k}\right)$. Hence $f_{\Lambda}=0$ since $R_{k}$ satisfies the identity $f\left(x_{1}, \ldots, x_{n}\right)=0$ being a proper subring of $R$. Now suppose that $|\Lambda|>1$ and let $R^{\prime}$ be the subring generated by $R_{j}, j \in \Lambda$. If $R^{\prime}=R$, then by the assumption of the lemma, $R_{i_{1}} R_{i_{2}} \cdots R_{i_{p}}=\{0\}$ whenever $\left\{i_{1}, \ldots, i_{p}\right\}=\Lambda$. Thus every summand in $f_{\Lambda}$ is 0 and so is $f_{\Lambda}$. If $R^{\prime}$ is a proper subring, for each $i=1, \ldots, n$ let $a_{i}^{\prime}$ be obtained from $a_{i}$ by deleting the summands whose second indices are not in $\Lambda$. Then $a_{i}^{\prime} \in R^{\prime}$ and $f\left(a_{1}^{\prime}, \ldots, a_{n}^{\prime}\right)=0$ (since $R^{\prime}$ satisfies the identity $\left.f\left(x_{1}, \ldots, x_{n}\right)=0\right)$. However, it is easy to see that

$$
f\left(a_{1}^{\prime}, \ldots, a_{n}^{\prime}\right)=f_{\Lambda}+\sum_{\varnothing \neq \Theta \varsubsetneqq \Lambda} f_{\Theta}
$$

(check it!). We can apply the induction assumption to each $f_{\Theta}$, where $\varnothing \neq \Theta \varsubsetneqq \Lambda$ since $|\Theta|<|\Lambda|$. So $\sum_{\varnothing \neq \Theta \varsubsetneqq \Lambda} f_{\Theta}=0$. Hence $f_{\Lambda}=0$.

As a first application of Lemma 4.5.7, we have the following reduction.
Proposition 4.5.8. Let $R$ be a critical ring and $I \varsubsetneqq R$ be a nilpotent of class $k$ ideal in $R$. If the quotient ring $R / I$ can be generated by $s$ elements, then the ring $R$ can be generated by $k+s-1$ elements.

Proof. We may assume that $k>1$ as otherwise the result is obvious. Take a generating set $\bar{a}_{1}, \ldots, \bar{a}_{s}$ of $R / I$ and fix a preimage $a_{i} \in R$ for each $\bar{a}_{i}, i=1, \ldots, s$. If $R_{0}$ is the subring in $R$ generated by $a_{1}, \ldots, a_{s}$, then for each element $r \in R$ there is an element $q \in R_{0}$ such that $r-q \in I$. Clearly, the set $\left(I \backslash I^{2}\right) \cup R_{0}$ generates $R$. Let $\left\{b_{1}, \ldots, b_{m}\right\}$ be the smallest subset of $I \backslash I^{2}$ such that $\left\{b_{1}, \ldots, b_{m}\right\}$ together with $R_{0}$ generates $R$. If $m<k$, the desired conclusion holds so we may assume that $m \geq k$. Let $R_{j}=b_{j}+R_{0} b_{j}+b_{j} R_{0}+R_{0} b_{j} R_{0}+I^{2}$ for each $j=1, \ldots, m$. Then $R_{0}, R_{1}, \ldots, R_{m}$ are proper subrings of $R$ and each element $r \in R$ can be represented as $r=\sum_{j=0}^{m} r_{j}$ with $r_{j} \in R_{j}$. By minimality of $\left\{b_{1}, \ldots, b_{m}\right\}$, for any $\ldots$ subset $\Lambda \varsubsetneqq\{0,1, \ldots, m\}$ the rings $R_{j}$ with $j \in \Lambda$ do not generate $R$, and the products of all the rings $R_{0}, R_{1}, \ldots, R_{m}$ (in any fixed order) are contained in $I^{m}$. The assumption that $m \geq k$ implies that $I^{m}=\{0\}$ but then Lemma 4.5.7 applies showing that the ring $R$ is not critical, a contradiction.

In a similar way one can bound the number of generators of a nilpotent critical ring in terms of its nilpotency class.

Proposition 4.5.9. Every nilpotent critical ring of class $k$ can be generated by $k-1$ elements.

Proof. We shall use the following simple property of nilpotent rings:
ExErcise 4.5.10. Prove that every nilpotent ring $R$ is generated by the set $R \backslash R^{2}$.

Now let $R$ be a nilpotent critical ring of class $k$ and let $\left\{b_{1}, \ldots, b_{m}\right\}$ be the smallest subset of $R \backslash R^{2}$ that generates $R$.

Suppose that $m \geq k$. Let $R_{j}=\left\{n b_{j} \mid n \in \mathbb{Z}\right\}+R^{2}$ for each $j=1, \ldots, m$. Then $R_{1}, \ldots, R_{m}$ are proper subrings of $R$ and each element $r \in R$ can be represented as $r=\sum_{j=0}^{m} r_{j}$ with $r_{j} \in R_{j}$. By minimality of $\left\{b_{1}, \ldots, b_{m}\right\}$, for any $\ldots$ subset $\Lambda \varsubsetneqq\{1, \ldots, m\}$ the rings $R_{j}$ with $j \in \Lambda$ do not generate $R$. The product of the rings $R_{1}, \ldots, R_{m}$ in any order is contained in $R^{m}$ (by the definition of $R^{m}$ ). Since $m \geq k$, we have $R^{m}=\{0\}$, so every product of $R_{1}, \ldots, R_{m}$ is $\{0\}$. Lemma 4.5.7 implies that $R$ is not critical, a contradiction. Hence $m<k$.

Proposition 4.5.11. Let $R$ be a non-nilpotent critical ring whose Baer radical $B(R)$ is nilpotent of class $k$. Then the number of summands in the decomposition $R / B(R)=S_{1}+\cdots+S_{m}$ from Theorem 4.5.3 does not exceed $2 k-1$.

Proof. Suppose that $m \geq 2 k$. Let $R_{i}$ be the preimage of $S_{i}$ in $R, i=1, \ldots, m$, and $R_{0}=B(R)$. Then $R_{0}, R_{1}, \ldots, R_{m}$ are proper subrings of $R$ and each element $r \in R$ can be represented as $r=\sum_{j=0}^{m} r_{j}$ with $r_{j} \in R_{j}$ (why?) For any $\ldots$ subset $\Lambda \varsubsetneqq\{0,1, \ldots, m\}$ the rings $R_{j}$ with $j \in \Lambda$ do not generate $R$ because their images do not generate $R / B(R)$. Now consider a product of all the rings $R_{0}, R_{1}, \ldots, R_{m}$ (in any fixed order). Since $R_{i} R_{j} \subseteq R_{0}$ for all $i \neq j, i, j=1, \ldots, m$, and $m \geq 2 k$, the product is contained in $R_{0}^{k}=(B(R))^{k}=\{0\}$. Lemma 4.5.7 then implies that the ring $R$ is not critical, a contradiction.

Now we can collect all the above information in order to bound the number of generators of an arbitrary critical ring in terms of the nilpotency class of its Baer radical.

Proposition 4.5.12. A critical ring whose Baer radical is nilpotent of class $k$ can be generated by at most $5 k-3$ elements.

Proof. Let $R$ be a critical ring whose Baer radical $B(R)$ is nilpotent of class $k$. If $R=B(R)$, the number of generators of $R$ does not exceed $k-1<5 k-3$ by Proposition 4.5.9, If $R \neq B(R)$, Proposition 4.5.11 and Exercise 4.5.2 imply that the quotient $R / B(R)$ can be generated by at most $4 k-2$ elements, and the result follows from Proposition 4.5.8,
4.5.2.2. Using identities to bound the nilpotency class of nilpotent rings. Recall that we aim to construct, given a finite associative ring $A$, a finite set $\Sigma$ of identities satisfied by $A$ such that the variety var $\Sigma$ is locally finite and, for every critical ring in var $\Sigma$, the number of generators can be bounded by some constant depending only on $\Sigma$. Proposition 4.5 .12 implies that the second property is granted as soon as the nilpotency class of every nilpotent ring is bounded by some constant, and this can be easily expressed in the language of identities:

Lemma 4.5.13. Let $\mathcal{V}$ be a ring variety, $k$ a positive integer. The following are equivalent:
(1) Every nilpotent ring in $\mathcal{V}$ is nilpotent of class $\leq k$,
(2) Every $k$-generated nilpotent ring in $\mathcal{V}$ is nilpotent of class $k$,
(3) $\mathcal{V}$ satisfies an identity of the form

$$
\begin{equation*}
x_{1} x_{2} \cdots x_{k}=f\left(x_{1}, x_{2}, \ldots, x_{k}\right), \tag{4.5.1}
\end{equation*}
$$

where the length of each monomial of the polynomial $f\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ is at least $k+1$.

Proof. (1) $\rightarrow$ (2) is obvious.
$(2) \rightarrow(3)$. Let $F_{k}$ be the relatively free ring of $\mathcal{V}$ with free generators $x_{1}, x_{2}, \ldots, x_{k}$. The quotient ring $F_{k} / F_{k}^{k+1}$ is $k$-generated and nilpotent of class $k$. In particular, the product of the images of the free generators in $F_{k} / F_{k}^{k+1}$ is equal to 0 . Therefore the product $x_{1} x_{2} \cdots x_{k}$ of the generators themselves belongs to $F_{k}^{k+1}$. Elements of $F_{k}^{k+1}$ are representable as polynomials in $x_{1}, x_{2}, \ldots, x_{k}$ whose monomials have length at least $k+1$. Thus, $x_{1} x_{2} \cdots x_{k}=f\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ where $f\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ is such a polynomial. By Exercise 1.4.26 $x_{1} x_{2} \cdots x_{k}=$ $f\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ is an identity in $\mathcal{V}$.
$(3) \rightarrow(1)$. In any ring $R$ we have a decreasing sequence of ideals

$$
R \supseteq R^{2} \supseteq R^{3} \supseteq \ldots
$$

If $R$ satisfies an identity of the form (4.5.1), then $R^{k} \subseteq R^{\ell}$ where $\ell>k$ is the minimum length of monomials of the polynomial $f\left(x_{1}, x_{2}, \ldots, x_{k}\right)$. Hence the above sequence stabilizes at $R^{k}$, that is, $R^{k}=R^{k+1}=\ldots$. If $R$ is nilpotent, this implies that $R^{k}=\{0\}$.

Now we observe that every variety generated by a finite ring has the above property for a suitable $k$.

Lemma 4.5.14. Let $A$ be a finite ring and let $k$ be the maximum nilpotency class of nilpotent subrings of $A$. Then the nilpotency class of every nilpotent ring $R \in \operatorname{var} A$ does not exceed $k$.

Proof. By Lemma 4.5.13 we may assume that $R$ is $k$-generated. Let $F_{k}$ be the relatively free ring of rank $k$ in $\operatorname{var} A$. There is a surjective homomorphism $\varphi: F_{k} \rightarrow R$. Let $I$ be the kernel of $\varphi$. If $B=B\left(F_{k}\right)$ is the Baer radical of $F_{k}$, then $\varphi(B)$ is an ideal in $R$ and $R / \varphi(B) \cong F_{k} /(B+I)$ is a quotient of the ring $F_{k} / B$. The ring $F_{k}$ is finite (since var $A$ is locally finite) and the quotient of a finite ring over its Baer radical has no non-zero nilpotent quotients by Proposition 4.5.3. On the other hand, the ring $R / \varphi(B)$ is nilpotent. We conclude that $R / \varphi(B)=\{0\}$, that is $R=\varphi(B)$. Since $F_{k}$ embeds into a Cartesian product of several copies of the ring $A$, the ideal $B$ embeds into a Cartesian product of nilpotent subrings of $A$ hence the nilpotency class of $B$ does not exceed $k$. Therefore the nilpotency class of $R=\varphi(B)$ does not exceed $k$ as well.
4.5.2.3. The conclusion of the proof of Kruse-L'vov theorem. Now let us conclude the proof of the ring part of Theorem 1.4.33.

Proof. Let $A$ be a finite ring. By Lemmas 4.5.13 and 4.5.14 $A$ satisfies an identity of the form (4.5.1) for some $k$. By Exercise 1.8.10 applied to the additive group $A$, the ring $A$ satisfies an identity $n x=0$ for $n=|A|$. Let $\mathcal{V}$ be the variety defined by (4.5.1) and $n x=0$; we claim that $\mathcal{V}$ is a Cross variety. Indeed, $\mathcal{V}$ is finitely based and Lemma 4.5.13 and Proposition 4.5.12 imply that for every critical ring in $\mathcal{V}$, the number of generators is bounded by $5 k-3$. It remains to verify that $\mathcal{V}$ is locally finite. We take a finitely generated ring $R \in \mathcal{V}$ and prove that it is finite by induction on $n$.

The claim is obvious if $n=1$. If $n>1$, decompose it as $n=m p$ for some prime number $p$. Then the ring $R$ is an extension of the ideal $p R$ by the quotient $R / p R$. The ring $R / p R$ satisfies $p x=0$ and can be considered as an algebra over the $p$ element field $\mathbb{F}_{p}$ of integers modulo $p$. Identifying all variables in (4.5.1), we get that $R / p R$ satisfies the identity $x^{k}=x^{k+1} g(x)$ for some polynomial $g(x)$ hence $R / p R$ is algebraic. By Theorem 4.4.6 (Kaplansky's theorem) $R / p R$ is a finite dimensional algebra over $\mathbb{F}_{p}$ and hence finite. We may now use the following general statement.

Lemma 4.5.15 (Lewin [202]). If $I$ is an ideal of a finitely generated ring $R$ such that the quotient $R / I$ is finite, then $I$ is finitely generated as a ring.

Proof. Let $r=|R / I|$. Choose a finite set $u_{1}, \ldots, u_{\ell} \in R$ which includes a finite set of generators of $R$ and representatives of all cosets of $I$ (the set will contain at least one representative from each coset). Note that by Exercisథ1.8.10, $r u_{i} \in I$ for every $i=1, \ldots, \ell$. For all $i, j=1, \ldots, \ell$ represent $u_{i} u_{j}$ as $u_{i} u_{j}=u_{t}+s_{i j}$ for some $t \in\{1, \ldots, \ell\}$ and $s_{i j} \in I$. Thus all elements

$$
\begin{equation*}
s_{i j}, u_{m} s_{i j}, s_{i j} u_{m}, u_{m} s_{i j} u_{n}(i, j, m, n=1, \ldots, \ell) \tag{4.5.2}
\end{equation*}
$$

belong to $I$.
Exercise 4.5.16. Prove that $I$ is generated as a ring by the elements (4.5.2) together with elements $r u_{i}, i=1, \ldots, \ell$, and those integer combinations $\sum_{1}^{\ell} k_{i} u_{i}$ with $0 \leq k_{i}<r$ which belong to $I$. Hint: Consider any element $t$ from $I$. Then $t$ is a linear combination with integer coefficients of products of $u_{i}^{\prime} s$. Each of the products can be represented as an integer multiple of one of the $u_{j}$ plus a product of elements from (4.5.2). Finally any linear combination of $u_{1}, \ldots, u_{\ell}$ with integer coefficients is a sum of several elements of the form $r u_{i}$ and a linear combination $\sum_{1}^{\ell} k_{i} u_{i}$ with $0 \leq k_{i}<r$.

Lemma 4.5.15 implies that $p R$ is a finitely generated ring. Since $p R$ satisfies (4.5.1) and $m x=0, m=n / p<n$, it is finite by the induction assumption. Thus, the ring $R$ is finite too.

We have verified that $\mathcal{V}$ is a Cross variety. By Proposition 1.4.35, the variety $\operatorname{var} A$ is also a Cross variety.
4.5.3. Negative result. The existence of a non-finitely based variety of associative rings was a long-standing open problem. In 1950 Specht [306] suggested this problem for the special case of associative algebras over a field of characteristic 0 while the general case have been studied since the 1960s. Kemer $\mathbf{1 7 3}$, see also [174], proved that every variety of associative algebras over a field of characteristic 0 is finitely based thus solving Specht's problem. This made the general case of the finite basis problem for associative rings even more intriguing. First examples of non-finitely based varieties of associative rings were found by three people almost simultaneously: Belov-Kanel [30, 31, Grishin [126, 127 and Shchigolev [291, 292]. The example presented here is a simplified version (due to Gupta and Krasilnikov [142]) of Belov-Kanel's example from [30]. Note that it uses ideas employed earlier by Vaughan-Lee, Bryant and Yu. Kleiman in the case of varieties of groups (see Sections 5.3.1, 5.3.2).

Recall that $(x, y)$ denotes the ring commutator $x y-y x$. Consider the following sequence of ring polynomials:

$$
\begin{equation*}
w_{n}=\left(x, y^{2}\right) x_{1}^{2} \cdots x_{n}^{2}\left(x, y^{2}\right)^{3}, \quad n=0,1,2, \ldots \tag{4.5.3}
\end{equation*}
$$

THEOREM 4.5.17. The variety $\mathcal{V}$ of associative rings defined by the system of identities $\left\{w_{n}=0 \mid n=0,1,2, \ldots\right\}$ is not finitely based.

Proof. If the variety $\mathcal{V}$ were finitely based, it would be defined by a finite subsystem of the system $\left\{w_{n}=0 \mid n=0,1,2, \ldots\right\}$ (prove that!). In order to show that this is impossible, we construct a sequence of finite associative algebras $B_{n}$ over $\mathbb{F}_{2}, n=1,2, \ldots$, such that for each $n$, the algebra $B_{n}$ satisfies the identities $w_{k}=0$ for all $k<n$ but does not satisfy the identity $w_{n+1}=0$.

We fix an integer $n \geq 1$. The algebra $B_{n}$ is constructed in two steps. In the first step, we construct $B_{n}$ assuming the existence of an associative algebra $R$ over $\mathbb{F}_{2}$ with 1 satisfying the following two properties:
$\left(\mathrm{R}_{1}\right) \quad$ the identities $\left(x, y^{2}\right)=((x, y), z)=0$ hold in $R ?^{2}$
$\left(\mathrm{R}_{2}\right)$ for every $n \geq 1$, there exist $s_{1}, \ldots, s_{n+1} \in R$ such that the product $s_{1}^{2} \cdots s_{n+1}^{2}$ does not lie in the subspace $M_{n}$ spanned by the set of all products of at most $n$ squares in $R$;
In the second step, we construct an algebra $R$ that satisfies $\left(\mathrm{R}_{1}\right)$ and $\left(\mathrm{R}_{2}\right)$. This step is postponed till Section 5.3.2.

Thus let us fix an algebra $R$ with 1 satisfying properties $\left(\mathrm{R}_{1}\right)$ and $\left(\mathrm{R}_{2}\right)$, and consider the subalgebra $T$ of the algebra of $5 \times 5$-matrices over $R$ consisting of the following matrices

$$
\left(\begin{array}{lllll}
0 & * & * & * & * \\
0 & * & * & * & * \\
0 & 0 & 0 & * & * \\
0 & 0 & 0 & * & * \\
0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

where * indicates an arbitrary element of $R$.

[^10]Exercise 4.5.18. Show that $T$ is indeed a subalgebra in the algebra of $5 \times 5$ matrices over $R$.

The structure of matrices in $T$ ensures that $e_{15} T=T e_{15}=\{0\}$ hence the set $C_{n}$ of matrices

$$
\left(\begin{array}{lllll}
0 & 0 & 0 & 0 & m \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

where $m \in M_{n}$ forms an ideal in $T$. It is convenient to think of the quotient of $T$ over the ideal $C_{n}$ as of the ring of $5 \times 5$-matrices of the form

$$
\left(\begin{array}{lllll}
0 & * & * & * & \diamond \\
0 & * & * & * & * \\
0 & 0 & 0 & * & * \\
0 & 0 & 0 & * & * \\
0 & 0 & 0 & 0 & 0
\end{array}\right),
$$

where $* \in R$, and $\diamond \in R / M_{n}$, the quotient vector space of the vector space $R$ over the subspace $M_{n}$.

We define $B_{n}$ to be the subalgebra of $T / C_{n}$ generated by the matrix

$$
d=\left(\begin{array}{lllll}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

and all the matrices

$$
\mathbf{r}=\left(\begin{array}{lllll}
0 & 0 & 0 & 0 & 0  \tag{4.5.4}\\
0 & r & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & r & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right),
$$

where $r$ runs over $R$. Recall that our goal is to show that $B_{n}$ satisfies the identities $w_{k}=0$ for all $k<n$ but does not satisfy the identity $w_{n+1}=0$.

Clearly, the set of all elements (4.5.4) is a subalgebra $\mathbf{R}$ isomorphic to $R$. By the property $\left(\mathrm{R}_{1}\right)$ the algebra $\mathbf{R}$ satisfies the identity $\left(x, y^{2}\right)=0$. Now let $I$ be the ideal of $B_{n}$ generated by $d$. We have $B_{n}=\mathbf{R}+I$ hence for every $b_{1}, b_{2} \in B_{n}$ we have $\left(b_{1}, b_{2}^{2}\right) \in I$ (why?).

Every element of $I$ can be represented as $\alpha d+\mathbf{v}_{1} d+d \mathbf{u}_{1}+\mathbf{v}_{2} d \mathbf{u}_{2}+t$, where $\alpha \in \mathbb{F}, \mathbf{u}_{i}, \mathbf{v}_{i}$ are of the form (4.5.4) for some $u_{i}, v_{i} \in R$ and $t \in I^{2}$. It is easy to
calculate that $\mathbf{v}_{2} d \mathbf{u}_{2}=0$ and that $t$ is of the form

$$
t=\left(\begin{array}{lllll}
0 & 0 & * & * & \diamond \\
0 & 0 & 0 & * & * \\
0 & 0 & 0 & 0 & * \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right),
$$

hence every element of $I$ is of the form

$$
\left(\begin{array}{lllll}
0 & u & * & * & \diamond  \tag{4.5.5}\\
0 & 0 & v & * & * \\
0 & 0 & 0 & u & * \\
0 & 0 & 0 & 0 & v \\
0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

for some $u, v \in R$. In particular, for every $b_{1}, b_{2} \in B_{n}$, the element $\left(b_{1}, b_{2}^{2}\right)$ is of the form (4.5.5). It is easy to calculate that the cube of a matrix of the form (4.5.5) is of the form

$$
\left(\begin{array}{ccccc}
0 & 0 & 0 & u v u & \diamond \\
0 & 0 & 0 & 0 & v u v \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right) .
$$

Now let $k$ be a positive integer. Take arbitrary $c_{i} \in B_{n}(i=1,2, \ldots, k)$ and represent it as $c_{i}=\mathbf{r}_{i}+d_{i}$, where $\mathbf{r}_{i} \in \mathbf{R}$ and $d_{i} \in I$. Then the product

$$
\left(b_{1}, b_{2}^{2}\right) c_{1}^{2} c_{2}^{2} \cdots c_{k}^{2}\left(b_{1}, b_{2}^{2}\right)^{3}
$$

is of the form

$$
\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & f+M  \tag{4.5.6}\\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right),
$$

where $f=u r_{1}^{2} r_{2}^{2} \cdots r_{k}^{2} v u v$ (check it!). By the property $\left(\mathrm{R}_{1}\right)\left(u, r_{i}^{2}\right)=0$, so $u$ commutes with $r_{i}^{2}$ and we can rewrite $f$ as the product of $k+1$ squares: $f=$ $r_{1}^{2} r_{2}^{2} \cdots r_{k}^{2}(u v)^{2}$. Recall that $M_{n}$ is the linear span of the set of all products of at most $n$ squares in $R$ hence $f \in M_{n}$ whenever $k<n$. Thus, we have

$$
\left(b_{1}, b_{2}^{2}\right) c_{1}^{2} c_{2}^{2} \cdots c_{k}^{2}\left(b_{1}, b_{2}^{2}\right)^{3}=0
$$

for all $b_{1}, b_{2}, c_{1}, \ldots, c_{k} \in B_{n}$. This means that the algebra $B_{n}$ satisfies the identities $w_{k}=0$ for all $k<n$.

Now take $s_{1}, \ldots, s_{n+1} \in R$ with $s_{1}^{2} \cdots s_{n+1}^{2} \notin M$ (such $s_{1}, \ldots, s_{n+1}$ exist by property $\left(\mathrm{R}_{2}\right)$ ) and consider the element

$$
h=\left(d, \mathbf{1}^{2}\right) \mathbf{s}_{1}^{2} \ldots \mathbf{s}_{n+1}^{2}\left(d, \mathbf{1}^{2}\right)^{3},
$$

where $\mathbf{1}, \mathbf{s}_{i}$ are the matrices of the form (4.5.4) corresponding to 1 and to $s_{i}$ respectively. Then $\left(d, \mathbf{1}^{2}\right)=d$ (check it! Hint: use the fact that our algebras
are over a field of characteristic 2). Therefore $h$ is of the form (4.5.6) with $f=s_{1}^{2} \cdots s_{n+1}^{2}$. By the choice of the elements $s_{1}, \ldots, s_{n+1}$, we have $f \notin M$ hence $h \neq 0$ and $B_{n}$ does not satisfy the identity $w_{n+1}=0$. This completes the first step of the proof.

As we have mentioned, the construction of algebra $R$ is postponed till Section 5.3.2.

### 4.6. Further reading

In this chapter, we only touched the surface of the large area related to the Burnside properties and identities of rings. Fortunately, there are numerous surveys and books devoted to these topics, both classical and very recent: Jacobson [161, Rowen [274], Ufnarovskii [320, 321, Belov-Kanel and Rowen [36, Belov-Kanel, Borisenko and Latyshev [34], Krause and Lenagan [186], Zel'manov [336], etc.
4.6.1. The Kurosh problem. During the last $10-15$ years we have learned quite a bit about the Kurosh problem and nil-rings in general. In particular, thanks to Agata Smoktunowicz [305], we now know that there exists a nilring which is simple, and a nil-ring $R$ such that its ring of polynomials $R[x]=$ $\left\{a_{0}+a_{1} x+\cdots+a_{n} x^{n} \mid a_{i} \in R\right\}$ (with natural addition and multiplication) is not nil.

Still there are some outstanding simple to formulate open problems in this area. For example, the following problem has been open for more than 80 years.

Problem 4.6.1 (Köthe's problem [183). Let $A, B$ be left ideals of a ring $R$. Suppose $A$ and $B$ are nil-rings. Is it true that the sum $A+B$ is also a nil-subring of $R$ ?
4.6.2. Identities of rings. While arbitrary rings can be arbitrarily "bad", rings satisfying nontrivial identities are nice [274, 36]. For example, the various radicals of any such ring are quite manageable. The most important radical of a ring is the Jacobson radical [161]: the intersection of all maximal left ideals. A more syntactic definition of a Jacobson radical is this: it is the maximal right ideal consisting of elements $x$ such that for some $y, x y+x+y=0^{3}$. Note that Jacobson's radical of a ring always contains the Baer radical (prove it! Hint: Use the fact that $x\left(-x+x^{2}-x^{3}+\ldots\right)=-x^{2}+x^{3}-\ldots$ and if $x$ is a nil-element, then the sums are finite).

Theorem 4.6.2 (Braun, 51). The Jacobson radical of every finitely generated ring satisfying a nontrivial identity is nilpotent, hence coincides with the Baer radical (and all the other radicals mentioned above).

The original proof of Theorem4.6.2 involved a lot of nontrivial ring theory. A more syntactic (but still nontrivial) proof was found by Belov-Kanel [32]. Thus for finitely generated rings satisfying nontrivial identities, the Jacobson radical (= Baer radical) can be defined as the largest nilpotent ideal.

[^11]The current status of the finite basis problem for (associative) rings is well presented in the introduction of Belov-Kanel's paper [33]. That paper also contains the strongest, as of today, results in the area (see also a more detailed presentation of these results including an interesting connection between identities of rings and the theory of quivers in [37, 38, 39, 40]). Still some natural problems about identities of rings are unsolved. For example,

Problem 4.6.3. Are identities of every finitely generated ring finitely based?
Amazingly (especially compared with the situation in semigroups or groups), one would expect a positive answer to this question.

## CHAPTER 5

## Groups

In this chapter we introduce a new tool - van Kampen diagrams (although these are sibling of diagrams introduced in Section (1.7.4). We start with defining van Kampen diagrams and explaining basic methods of using them: the bands, the Swiss cheese method and the small cancelation theory. Then we explain Golod's solution of the unbounded Burnside problem and a road map of Olshanskii's proof of the Novikov-Adian theorem solving the bounded Burnside problem: there exists an infinite finitely generated group satisfying the identity $x^{n}=1$ for all odd $n \geq 665$. The theorem was one of the main achievements in group theory of the 20th century. Its initial proof occupied more than 300 pages and was extremely complicated. Olshanskii managed to find a much simpler proof (for much bigger $n$ ). Our road map explains the main ideas and "points of interest" of Olshanskii's proof.

Then we discuss the free groups. We show how to use inverse automata to describe subgroups of free groups and to prove the main properties of these subgroups (due to Schreier, Howson and Hall).

From free groups, i.e., groups consisting of words, we move to groups consisting of 2 -dimensional words, diagram groups. One of the most famous diagram group is the R . Thompson group, and we prove some basic properties of that group in this chapter.

Next we present a (negative) solution of the finite basis problem for groups due to Bryant and Yu. Kleinman. Again, this is not the first solution of the problem (the first was by Olshanskii [256]), but it is one of the easiest.

One of the most active parts of group theory deals with growth functions of groups. Here we present a proof of the Bass-Guivarc'h theorem giving precise estimates of the growth functions of nilpotent groups. We also present Grigorchuk's solution of Milnor's problem about groups of intermediate growth.

Another hot topic in group theory is amenability, that is the last topic of the chapter. It is related to growth and to the Burnside problem. In particular, we discuss Adian's solution of the von Neumann-Day problem.

Theorems proved in this Chapter include.

- Theorem 5.1.17 of Greendlinger about groups with presentations satisfying a small cancelation condition.
- Theorem 5.2.2 of Burnside and Theorem 5.2.3 of Sanov about groups of exponents 3 and 4 .
- Theorem 5.2.1 of Golod solving the unbounded Burnside problem.
- Theorem 5.3.1 of Bryant and Yu. Kleiman giving an example of a non-finitely based variety of groups.
- Theorem 5.4.1] of Abért giving a general condition implying that a group does not satisfy any nontrivial identity.
- Theorem 5.7.28 of Bass and Guivarc'h describing growth functions of nilpotent groups.
- Theorem 5.7.31 of Grigorchuk giving an example of an infinite periodic finitely generated group of intermediate growth.
- Theorem 5.8.3 of Hausdorff, Banach and Tarski about doubling a sphere.
- Ph. Hall's marriage Lemma 5.8.25.
- Theorem 5.8.29 of Følner about amenable groups.
- Theorem 5.8.40 of Jónsson and Dekker about groups with Tarski number 4.
- Theorem 5.8.45 of Adian about non-amenability of groups given by certain Dehn presentations.


### 5.1. Van Kampen diagrams

5.1.1. Group presentations. Let $X$ be a set. If $R$ is a set of group words in $X$ (i.e., words in the alphabet $X \cup X^{-1}$ ), then we can consider the normal subgroup $N$ generated by $R$ in the free group $F_{X}$, i.e., the smallest normal subgroup containing $R$. In this case we shall say that the group $G=F_{X} / N$ is given by a presentation $\operatorname{gp}\langle X \mid R\rangle$ (compare with Section 1.8.5).

Exercise 5.1.1. Prove that $N$ is generated as a subgroup by all the conjugates of elements of $R$, that is elements of the form $r^{z}=z^{-1} r z, z \in F_{X}, r \in R$.

Note that if $r \equiv u v \in R$, then $v u=1$ in $G$ because $v u=r^{u}$. The word $v u$ is a cyclic shift of $r$. Hence we can and will assume that each cyclic shift of every $r \in R$ is reduced, that is each $r \in R$ is cyclically reduced.

Exercise 5.1.2. Prove that a group word $W$ in the alphabet $X$ belongs to the normal subgroup $N$ if and only if it can be represented in the free group in the form

$$
\begin{equation*}
u_{1} r_{1} u_{2} \ldots u_{m} r_{m} u_{m+1} \tag{5.1.1}
\end{equation*}
$$

where

- $u_{1} u_{2} \ldots u_{m+1}=1$ in the free group,
- each $r_{i}$ is a cyclic shift of a word from $R^{ \pm 1}$.
5.1.2. Van Kampen diagrams: the definition. Let $G$ be a group given by a presentation $\mathcal{P}=\operatorname{gp}\langle X \mid R\rangle$. Then $G$ is a semigroup given by the presentation
$\mathcal{P}^{\prime}=\operatorname{sg}\left\langle X \cup X^{-1} \cup\{1\} \mid 1 \cdot 1=1, x 1=x=x 1, x x^{-1}=1, x^{-1} x=1, r=1, x \in X, r \in R\right\rangle$ where $X^{-1}$ is a copy of $X$, and there is an involution ${ }^{-1}: X \leftrightarrow X^{-1}$ (see Section 1.8.5). Note that the 0 -relations $1 \cdot 1=1, x \cdot 1=x$, etc. will play an important role later, see Section 5.1.4.6. If a freely reduced word $W$ in $X \cup X^{-1}$ is equal
to 1 in $G$, then there exists a $(W, 1)$-diagram over $\mathcal{P}^{\prime}$. Adding inverse edges labeled by letters from $X \cup X^{-1}$, we turn it into a labeled graph in the sense of Serre. Let us collapse every edge $e$ that is labeled by 1 , that is, identify $\iota(e)$ and $\tau(e)$, and remove $e, e^{-1}$ from the set of edges. If $\iota(e)=\tau(e)$ in the diagram, then there could be a subgraph bounded by the edge $e$. In this case we remove $e$ together with that subgraph. Also if there exist two edges $e, f$ with $\iota(e)=\iota(f), \tau(e)=\tau(f)$ and having the same label $x \in X$, then we can identify these edges and remove the whole subgraph bounded by the path $e f^{-1}$. Note that these transformations do not destroy planarity of the graph and do not change the boundary path labeled by $W$. The result is a van Kampen diagram $\Delta$ over $\mathcal{P}$. Clearly, since $\Delta$ is planar, if we remove $\Delta$ from the plane, the plane decomposes into a number of bounded components called cells and one infinite component. Then $\Delta$ has the property that the boundary of each cell is labeled by a word of $R$, and the boundary of the infinite component (called the boundary of $\Delta$, and denoted $\partial(\Delta)$, is the word $W$. In this case we shall call $\Delta$ a van Kampen diagram over the presentation $\mathcal{P}$ for the word $W$. A van Kampen diagram is called minimal if it has the smallest number of cells among all van Kampen diagrams over $\mathcal{P}$ with the same boundary label.

Figure 5.1 shows how a typical van Kampen diagram may look like (without labels of edges). One can see that the cells may be of different sizes and shapes, a cell can touch itself, etc. It is important also that a diagram itself may not be an embedded disc: several pieces as on Figure 5.1 can be connected by paths to form a tree of discs.


Figure 5.1. A van Kampen diagram without labels
Thus we have shown how to turn a word that is equal to 1 in a group into a diagram. This is the first half of the van Kampen lemma.

Lemma 5.1.3. If a freely reduced group word $W$ over the alphabet $X$ is equal to 1 in $G$, then there exists a van Kampen diagram over the presentation of $G$ with boundary label $W$.

This is a half of the so-called van Kampen lemma [210, 260, 52]. The converse statement (that the boundary label of every van Kampen diagram is equal to 1 in $G$ ) constitutes the second half. In order to prove it, we have to, given a van Kampen diagram, produce an equality of the form (5.1.1) and apply

Exercise 5.1.2. The proof is by cutting a van Kampen diagram along the edges. In a sense it shows how to turn a diagram into a word. This is the second half of the van Kampen lemma.

Proposition 5.1.4. Let $\Delta$ be a van Kampen diagram over a presentation $g p\langle X \mid R\rangle$ where $X=X^{-1}$, $R$ is closed under cyclic shifts and inverses. Let $W$ be the boundary label of $\Delta$. Then $W$ is equal in the free group to a word of the form $u_{1} r_{1} u_{2} r_{2} \ldots u_{m} r_{m} u_{m+1}$ where:

## Each $r_{i}$ is a word from $R^{ \pm 1}$;

(2) $u_{1} u_{2} \ldots u_{m+1}=1$ in the free group;
(3) $\quad \sum_{i=1}^{m+1}\left|u_{i}\right| \leq 4|E|$ where $E$ is the set of positive edges of $\Delta$.

In particular, $W$ is in the normal subgroup $N$ and is equal to 1 in $G$.
Remark 5.1.5. Part (3) of Proposition 5.1.4 shows that the way we cut the diagram is close to the most economical.

Proof. If $\Delta$ has an internal edge (i.e., an edge which belongs to the boundaries of two cells) then it has an internal edge $f$ one of whose vertices belongs to the boundary (why?). Let us cut $\Delta$ along $f$ leaving the second vertex of $f$ untouched. We can repeat this operation until we get a diagram $\Delta_{1}$ which does not have internal edges. The boundary label of $\Delta_{1}$ is equal to $W$ in the free group because each cut inserts a subword $x x^{-1}$. The number of edges of $\Delta_{1}$ which do not belong to contours of cells (let us call them edges of type 1) is the same as the number of such edges in $\Delta$, and the number of edges which belong to contours of cells in $\Delta_{1}$ (edges of type 2) is at most twice the number of such edges of $\Delta$ (we cut each edge from a contour of a cell at most once, after the cut we get two external edges instead of one internal edge).

Suppose that for a cell $\Pi$ in $\Delta_{1}$ there are at least two edges each of which has a common vertex with $\Pi$ but does not belong to the contour of $\Pi$.


Figure 5.2. Cutting $\Pi^{\prime}$ inside $\Pi$

Take any point $O$ on the boundary $\partial(\Pi)$ of the cell $\Pi$ which belongs to one of the edges not on $\partial(\Pi)$. Let $p$ be the boundary path of $\Delta_{1}$ starting at $O$ and let $q$ be the boundary path of $\Pi$ starting at $O$. Consider the path $q q^{-1} p$. The subpath $q^{-1} p$ bounds a subdiagram of $\Delta_{1}$ containing all cells but $\Pi$. Replace the path $q$ in $q q^{-1} p$ by a loop $q^{\prime}$ with the same label starting at $O$ and lying inside the cell $\Pi$. Let the region inside $q^{\prime}$ be a new cell $\Pi^{\prime}$. Then the path $q^{\prime} q^{-1} p$ bounds
a diagram whose boundary label is equal to $W$ in the free group $F(X)$. Notice that $\Pi^{\prime}$ has exactly one edge having a common vertex with $\Pi^{\prime}$ and not belonging to the contour of $\Pi^{\prime}$ (see Figure 5.2). Thus this operation reduces the number of cells $\Pi$ such that more than one edge of the diagram has a common vertex with $\Pi$ but does not belong to the contour of $\Pi$.

After a number of such transformations we shall have a diagram $\Delta_{2}$ which has the form of an apple tree $T$ with cells hanging like apples (each has exactly one common vertex with the tree).

The number of edges of type 1 in $\Delta_{2}$ cannot be bigger than the number of all edges in $\Delta_{1}$, so it cannot be more than two times bigger than the total number of edges in $\Delta$.

The boundary label of $\Delta_{2}$ is equal to $W$ in the free group, and it has the form

$$
u_{1} r_{i_{1}} u_{2} r_{i_{2}} \ldots u_{m} r_{i_{m}} u_{m+1}
$$

where $m$ is the number of cells in $\Delta, u_{1} u_{2} \ldots u_{m+1}$ is the boundary label of a tree consisting of edges of type 1 in $\Delta_{2}$ (traced counterclockwise), so $u_{1} u_{2} \ldots u_{m+1}=1$ in the free group. The sum of lengths of $u_{i}$ is at most four times the number of edges in $\Delta$ because the word $u_{1} u_{2} \ldots u_{m+1}$ is written on the tree $T$, and when we trace the tree counterclockwise, we pass through each edge twice.
5.1.3. Van Kampen diagrams and tilings. An elementary school problem and its non-elementary solution. As an easy application of van Kampen diagrams, consider the following elementary problem.

Example 5.1.6. Let $P$ be the standard $8 \times 8$ chess board with two opposite squares removed (Figure 5.3). Prove that $P$ cannot be tiled by the standard $2 \times 1$ dominos.


Figure 5.3. The chess board with two squares removed and two dominos

Proof. The elementary solution of this problem is well known. Color squares of $P$ in black and white in the usual (chessboard) way. Then the number of squares of one color (black or white) in $P$ differs from the number of squares of the other color by 2 . Since each domino covers exactly one white and exactly one black square, $P$ cannot be tiled by dominos.

Here is a solution which, although less elementary, can be applied to many regions of the plane square grid for which the elementary proof above does not work; it also applies to regions of non-square (say, hexagonal) lattices on the plane. This solution first appeared in a paper by W. Thurston 315. The ideas of that paper have many applications in several areas of mathematics from combinatorics to probability to mathematical physics.

Let us label horizontal edges pointed rightward in $P$ by the letter $a$ and vertical edges pointed upward by the latter $b$. Then the (counterclockwise) boundary of $P$ has label $W=a^{7} b^{7} a^{-1} b a^{-7} b^{-7} a b^{-1}$. Every domino can be placed either vertically or horizontally. In the first case its boundary label is $a b^{2} a^{-1} b^{-2}$, and in the second case its boundary label is $a^{2} b a^{-2} b^{-1}$. Now consider the group $G$ with the presentation $\operatorname{gp}\left\langle a, b \mid a b^{2} a^{-1} b^{-2}=1, a^{2} b a^{-2} b^{-1}=1\right\rangle$. Suppose that $P$ can be tiled by the dominos. Then every such tiling turns $P$ into a van Kampen diagram over the presentation of $G$. Hence, by the van Kampen lemma (more precisely by Proposition 5.1.4), the word $W$ would be equal to 1 in $G$. But consider the 6 -element symmetric group $S_{3}$ and two permutations

in it (as in Exercise 1.8.42). Both relations of $G$ hold if we replace $a$ by $\alpha$ and $b$ by $\beta$ because $\alpha^{2}=\beta^{2}=1$. Hence the substitution $a \mapsto \alpha, b \mapsto \beta$ extends to a homomorphism $G \rightarrow S_{3}$. Note that $W(\alpha, \beta)=(\alpha \beta)^{4}=\alpha \beta$ is the permutation

which is not trivial. Hence $W$ is not equal to 1 in $G$, a contradiction.
This example shows a similarity between the word problem in groups and the tiling problem. Indeed, by the van Kampen lemma, a word $W$ is equal to 1 in $G=\operatorname{gp}\langle X \mid R\rangle$ if and only if we can tile a disc with boundary labeled by $W$ by pieces whose boundaries are labeled by words from $R$. Nevertheless the word problem differs from the tiling problem as in Example 5.1.6 because, as we have seen, when we draw a van Kampen diagram, we do not fix the shapes or sizes of the tiles, only the labels of the boundaries of them, so one can view a general van Kampen diagram as a tiling of a disc by tiles made of soft rubber, while the
traditional tiling problems such as Example 5.1.6 are about tiles made of hard plastic.
5.1.4. The three main methods of dealing with van Kampen diagrams: bands, Swiss cheese, and small cancelation. The number of papers dealing with van Kampen diagrams is very large. Still one can distill a few methods that are commonly used in many of these papers. Let $G=\operatorname{gp}\langle X \mid R\rangle$ be a group presentation. We shall always assume that $R$ is closed under taking cyclic shifts and inverses (indeed, if a word is equal to 1 in a group, then so are its cyclic shifts and the inverse).
5.1.4.1. The band method. HNN extensions. Suppose that there exists a subset $P \subset X$ so that every relation $r \in R$ either does not have letters from $P$ or has the form $u p_{1} v p_{2}^{-1} w$ where $p_{1}, p_{2}$ are letters from $P$ of $X$, and the words $u, v, w$ do not have letters from $P$. Let $\Delta$ be a van Kampen diagram over the presentation $\operatorname{gp}\langle X \mid R\rangle$. Suppose that a cell corresponding to the relation $u p_{1} v p_{2}^{-1} w=1$ is in $\Delta$. Then the edges $e, f$ labeled by the letters $p_{1}, p_{2}$ of this relation must either belong to the boundary $\partial \Delta$ or to another cell corresponding to a relation containing letters from $P$. Thus cells corresponding to relations containing letters from $P$ form $P$-bands, i.e., sequences of cells where every two consecutive cells share an edge labeled by a letter from $P$, see Figure 5.4.


Figure 5.4. A $P$-band with 5 cells, $p_{i} \in P$
Bands are partially ordered by inclusion. The minimal bands are just edges, they do not have any cells. If we do not say otherwise, all bands we will be dealing with will be maximal. Every $P$-band has the start edge and the end edge labeled by letters from $P$. The boundary of the subdiagram which is the union of cells from the band is subdivided by the start and end edges into two parts, the sides of the band. These are labeled by words not containing letters from $P$.

For example, consider the presentation $\mathcal{P}_{a b}=\operatorname{gp}\left\langle a, b \mid a^{-1} b^{-1} a b=1\right\rangle$ of the commutative group $\mathbb{Z} \times \mathbb{Z}$. Then we can talk about $a$-bands and $b$-bands, i.e., both sets $\left\{a, a^{-1}\right\}$ and $\left\{b, b^{-1}\right\}$ can play the role of the set $P$ above. If $\Delta$ is a van Kampen diagram over that presentation, then every cell in $\Delta$ is an intersection of an $a$-band and a $b$-band. The next two exercises give two basic properties of bands.

Exercise 5.1.7. Prove that if $\Delta$ is a minimal van Kampen diagram over $\mathcal{P}_{a b}$, then no $a$-band and no $b$-band forms an annulus, see Figure 5.5.

Exercise 5.1.8. Prove that if $\Delta$ is a minimal van Kampen diagram over $\mathcal{P}_{a b}$, then no $a$-band intersects a $b$-band twice, see Figure 5.6.


Figure 5.5. A $b$-annulus


Figure 5.6. A $b$-band intersects an $a$-band twice
Exercise 5.1.9. Use Exercises 5.1.7, 5.1.8 to show that every minimal van Kampen diagram over $\mathcal{P}_{a b}$ with boundary of length $n$ has as most $\frac{n^{2}}{16}$ cells.

One immediate application of bands is the following classical theorem first proved by Higman, B.H. Neumann and H. Neumann [154]. Recall that for every element $t$ of a group $G$, the conjugacy map $a \mapsto a^{t}, a \in G$, is an automorphism. Hence if $A$ and $B$ are two subgroups of $G, G$ is a subgroup of $H$ and $t^{-1} A t=$ $B$ for some $t \in H$, then $A$ and $B$ are isomorphic (such subgroups are called conjugate). Theorem 5.1.10 shows that the converse is also true: every two isomorphic subgroups in a group $G$ are conjugate in some bigger group $H>G$.

Theorem 5.1.10. Let $G$ be a group and $A, B$ be subgroups of $G$. Suppose that $A$ and $B$ are isomorphic and $\phi: A \rightarrow B$ is an isomorphism. Then there exists a group $H>G$ and $t \in H$ such that $t^{-1} A t=B$. Moreover $t^{-1} a t=\phi(a)$ for every $a \in A$.

Proof. Let us consider the following triangular presentation $\mathcal{P}$ of $G$. The set of generators $X$ consists of all elements of $G$, and the set $R$ of relations consists of all relations of the form $a b=c$ which are true in $G$ where $a, b, c \in G$. Thus $\mathcal{P}$ is just the multiplication table of $G$. Note that if $G$ is infinite, then $\mathcal{P}$ is infinite.

Now consider the following presentation $\mathcal{P}^{\prime}$ of a group $H$ :

$$
\mathcal{P}^{\prime}=\operatorname{gp}\left\langle X \cup\{t\} \mid P \cup\left\{t^{-1} a t=\phi(a), a \in A\right\}\right\rangle
$$

(we also add, by default, all cyclic shifts and inverses of the relations). Thus we add a new "formal" generator $t$ and the relations that we want: the conjugation by $t$ "induces" the isomorphism $\phi$. Note that by definition $X$ is a subset of $H$ and all relations from $P$ hold in $H$. Therefore the map $a \mapsto a$ from $G$ to $H$ is a homomorphism $\psi: G \rightarrow H$. It would be enough to show that $\psi$ is injectiv ${ }^{1} 1$. By contradiction, suppose that some element $p \in G=X$ is "killed" by $\psi$, that is $\psi(p)=1$ in $H$. Then there must be a van Kampen diagram $\Delta$ over the presentation $\mathcal{P}^{\prime}$ with boundary label $p$. We can of course assume that $\Delta$ has the smallest number of cells corresponding to relations containing $t$ (we shall call these cells $t$-cells).

Let $P$ be the set $\left\{t, t^{-1}\right\}$. Note that every relation from $\mathcal{P}^{\prime}$ that contains $t$ has the form $u t v t^{-1} w$ or $u t^{-1} v t w$ so we can consider $P$-bands (which we shall call $t$-bands).

## Lemma 5.1.11. No $t$-band in $\Delta$ forms an annulus.

Proof. Indeed, suppose that $\Delta$ has a $t$-annulus $\mathcal{T}$. We can assume that the subdiagram $\Delta^{\prime}$ bounded by $\mathcal{T}$ contains the smallest number of cells for all $t$-annuli in $\Delta$. Let $\Delta^{\prime \prime}=\Delta^{\prime} \backslash \mathcal{T}$ (more precisely, $\Delta^{\prime \prime}$ is obtained by removing all closed cells of $\mathcal{T}$ from $\Delta^{\prime}$, and then taking the closure of the remaining open diagram). Since different $t$-bands do not intersect, the subdiagram $\Delta^{\prime \prime}$ does not contain any $t$-cells(prove it!). Therefore $\Delta^{\prime \prime}$ is a diagram over the presentation $\mathcal{P}$. Let $u$ be the boundary label of $\Delta^{\prime \prime}$ which is the internal boundary of $\mathcal{T}$. Let $v$ be the external boundary label of $\mathcal{T}$. Note that every letter from the word $u$ occurs in a relation containing $t$. Therefore either all letters from $u$ are in $A$ or all letters from $u$ are in $B$ depending on the direction of the $t$-edges of $\mathcal{T}$ (prove it!). In the first case, $v$ is the word $\phi(u)$, and in the second case $v$ is the word $\phi^{-1}(u)$. By Proposition 5.1.4, then $u=1$ in $G$. Since $\phi$ is an isomorphism, then $v=1$ in $G$. Hence there exists a van Kampen diagram $\Psi$ over $\mathcal{P}$ with boundary label $v$ - by Lemma 5.1.3, Let us replace the subdiagram $\Delta^{\prime}$ in $\Delta$ by the diagram $\Psi$ (it is possible because $\Delta^{\prime}$ and $\Psi$ have the same boundary labels!). The diagram $\Delta^{\prime \prime \prime}$ we get has the same boundary label as $\Delta$ and fewer $t$-cells, a contradiction with the minimality assumption about $\Delta$.

Now we can easily finish the proof of the theorem. Since no $t$-bands of $\Delta$ form an annulus, each maximal $t$-band must start and end on the boundary of $\Delta$. Hence $\partial(\Delta)$ must contain an edge (in fact at least two edges) labeled by $t^{ \pm 1}$ ). But edges in $\partial(\Delta)$ are labeled by letters from $X$, a contradiction.

The group $H$ constructed in the proof of Theorem 5.1.10 is called the HNN extension of the group $G$ with associated subgroups $A$ and $B$ and free letter $t$, denoted $\operatorname{HNN}_{\phi}(G)$ or simply $G *_{\phi}$ for Higman, B.H. Neumann and H. Neumann.

[^12]For example, the famous Baumslag-Solitar group $\mathrm{BS}_{m, n}=\operatorname{gp}\left\langle a, b \mid b^{-1} a^{m} b=a^{n}\right\rangle$ is an HNN extension of the infinite cyclic group $\operatorname{gp}\langle a\rangle$, the associated subgroups are $\left\langle a^{m}\right\rangle$ and $\left\langle a^{n}\right\rangle$ (both are infinite cyclic), and $\phi: a^{m k} \mapsto a^{n k}$.
5.1.4.2. The Swiss cheese method. Amalgamated products. Suppose that the set of relations $R$ in a presentation $\mathcal{P}$ has a subset $R^{\prime}$, and $\Delta$ is a diagram over $\mathcal{P}$. Consider the union $\Delta^{\prime}$ of all cells corresponding to the relations of $R^{\prime}$. It is a planar labeled graph which is a union of several connected components which are diagrams with holes. The connected components look like pieces of Swiss cheese, hence the name of the method. The key idea of dealing with Swiss cheese subdiagrams is to show that the holes do not actually exist, and connected components are in fact van Kampen subdiagrams. Let us demonstrate this idea on another classical result about the amalgamated products.

It is very common to have two subgroups $G, G^{\prime}$ of a bigger group $T$ so that $A=G \cap G^{\prime}$ is nontrivial. Thus $G$ and $G^{\prime}$ form an amalgam. Conversely, suppose that two groups $G$ and $G^{\prime}$ have a common subgroup $A$ and $G \cap G^{\prime}=A$. We need to find a group $T$ which contains subgroups $G_{1}$ and $G_{1}^{\prime}$ isomorphic to $G$ and $G^{\prime}$ respectively, so that $G_{1}^{\prime} \cap G_{1}$ is isomorphic to $A$. The next theorem shows that it is always possible.

Theorem 5.1.12. Let $G, G^{\prime}$ be two groups and $A<G, A^{\prime}<G^{\prime}$ be two subgroups. Suppose that $A$ is isomorphic to $A^{\prime}$ and $\phi: A \rightarrow A^{\prime}$ is an isomorphism. Then there exists a group $T$ with two subgroups $G_{1}, G_{1}^{\prime}$, and two isomorphisms $\psi_{1}: G_{1} \rightarrow G, \psi_{2}: G_{1}^{\prime} \rightarrow G^{\prime}$, such that $\psi_{1}^{-1}\left(G_{1} \cap G_{1}^{\prime}\right)=A, \psi_{2}^{-1}\left(G_{1} \cap G_{1}^{\prime}\right)=A^{\prime}$ and $\psi_{2} \phi(a)=\psi_{1}(a)$ for every $a \in A$.

Proof. Let $\mathcal{P}=\operatorname{gp}\langle X \mid R\rangle$ and $\mathcal{P}^{\prime}=\operatorname{gp}\left\langle X^{\prime} \mid R^{\prime}\right\rangle$ be the triangular presentations of $G$ and $G^{\prime}$ (see the proof of Theorem [5.1.10) where $X$ and $X^{\prime}$ are disjoint. Consider the following presentation

$$
\mathcal{T}=\operatorname{gp}\left\langle X \cup X^{\prime} \mid R \cup R^{\prime} \cup\{a=\phi(a) \mid a \in A\}\right\rangle .
$$

Let $T$ be the group given by the presentation $\mathcal{T}$. Clearly the maps $x \mapsto x(x \in X)$ and $x^{\prime} \mapsto x^{\prime}\left(x^{\prime} \in X^{\prime}\right)$ are homomorphisms $\psi: G \rightarrow T, \psi^{\prime}: G^{\prime} \rightarrow T$. It is enough to show that $\psi$ and $\psi^{\prime}$ are injective (why?).

Suppose that, say, for some element $u \in G, \psi(u)=1$ in $T$. Then there exists a van Kampen diagram $\Delta$ over $\mathcal{T}$ with boundary label $u$. We can assume that $\Delta$ has the smallest possible number of cells corresponding to the relations $a=\phi(a)$, $a \in A$ (extra cells for short). Let $\Delta^{\prime}$ be one of the connected components of the Swiss cheese subdiagram of $\Delta$ formed by all the $\mathcal{P}^{\prime}$-cells in $\Delta$. We shall show that $\Delta^{\prime}$ does not have holes. In fact it is easier to prove the following stronger statement

Lemma 5.1.13. Let $\Psi$ be a diagram over $\mathcal{T}$ whose boundary label is a word over $X$ (or a word over $X^{\prime}$, respectively). Suppose that $\Psi$ has the smallest number of extra cells among all diagrams over $\mathcal{T}$ with the same boundary label. Then the Swiss cheese subdiagram of $\Psi$ formed by all $\mathcal{P}^{\prime}$-cells (resp. $\mathcal{P}$-cells) does not have holes (that means what we thought was Swiss cheese is in fact cheddar or provolone).

Proof. Induction on the number of cells in $\Psi$ that correspond to the relations $a=\phi(a), a \in A$ (extra cells for short). Suppose that the label of $\partial(\Psi)$ is a group word in $X$, but one of the connected components $\Psi^{\prime}$ of the Swiss cheese subdiagram formed by $\mathcal{P}^{\prime}$-cells has a ... hole $\Omega$ (the other case is similar). That hole $\Omega$ is a subdiagram of $\Psi$ whose boundary is a group word in $X^{\prime}$ (prove it!). It has fewer extra cells than $\Psi$, so we can assume that the Swiss cheese subdiagram $\Omega^{\prime}$ of $\Omega$ which is formed by all $\mathcal{P}$-cells from $\Omega$ does not have holes, hence it is a disjoint union of van Kampen diagrams. Suppose that $\Omega^{\prime}$ is not empty. Then the boundary of $\Omega^{\prime}$ consists of edges with labels from $X$. The only cells from $\Omega \backslash \Omega^{\prime}$ that can contain these edges are the extra cells. Therefore the boundary label $v^{\prime}$ of every connected component $\Omega_{0}^{\prime}$ of $\Omega^{\prime}$ is a group word over A. By Proposition 5.1.4 $v^{\prime}=1$ in $G$. Let $\Omega_{0}^{\prime \prime}$ be the diagram $\Omega_{0}^{\prime}$ together with all the extra cells which have common edges with $\partial\left(\Omega_{0}^{\prime}\right)$. The boundary label of $\Omega_{0}^{\prime \prime}$ is $\phi\left(v^{\prime}\right)$. Since $v^{\prime}=1$ in $G, \phi\left(v^{\prime}\right)=1$ in $G^{\prime}$. Hence by Lemma 5.1.3 we can replace $\Omega_{0}^{\prime \prime}$ by a van Kampen diagram over $\mathcal{P}^{\prime}$ with the same boundary label. This operation reduces the number of extra cells, a contradiction. Hence we can assume that $\Omega^{\prime}$ is empty, so $\Omega$ does not have $\mathcal{P}$-cells. Thus it must consist of extra cells. But every extra cell has an edge labeled by a letter from $X$, and two extra cells corresponding to relations $a=\phi(a)$ and $a^{\prime}=\phi\left(a^{\prime}\right)$ which share an edge must correspond to the same relation, and so their union can be replaced by one edge labeled by $a$ or $\phi(a)$ (see Figure 5.7) which would reduce the number of extra cells. Thus $\Omega$ is empty, a contradiction.


Figure 5.7. Cancelation of cells
Now the proof of Theorem 5.1.12 is easy and in fact is already contained in the proof of Lemma 5.1.13. Since $\Delta^{\prime}$ does not have holes, it is a disjoint union of van Kampen diagrams over $\mathcal{P}^{\prime}$. Let $\Delta_{0}^{\prime}$ be a connected component of $\Delta^{\prime}$. The union $\Delta_{0}^{\prime \prime}$ of $\Delta_{0}^{\prime}$ and all extra cells that share an edge with $\Delta_{0}^{\prime}$ is a van Kampen diagram with boundary label $v$ over $X$. Since $\phi^{-1}(v)$ is equal to 1 in $G^{\prime}$ (why?), $v=1$ in $G$, so by Lemma 5.1.3, there exists a van Kampen diagram $\Psi$ over $\mathcal{P}$ with boundary label $v$. Replacing $\Delta_{0}^{\prime \prime}$ by $\Psi$, we reduce the number of extra cells, a contradiction.

The group $T$ constructed in the proof of Theorem 5.1.12 is called the free product of $G$ and $G^{\prime}$ with amalgamated subgroup $A=A^{\prime}$, denoted $G * A=A^{\prime} G^{\prime}$. In the important particular case when $A$ is the trivial subgroup, $T$ is called the free product of $G$ and $G^{\prime}$, denoted $G * G^{\prime}$. By induction, one can define free products
and free products with amalgamation of several groups. For example, every free group is a free product of several infinite cyclic groups. Another classical example of free product with amalgamation is the group $\operatorname{SL}(2, \mathbb{Z})$ (see Exercise 1.8.33). This group is the free product of the cyclic group of order 4 and the cyclic group of order 6 with amalgamated subgroup of order 2 (for more on this group see $[289,50]$ ) ${ }^{2}$

Exercise 5.1.14. Let groups $G_{1}, G_{2}$ be given by Church-Rosser semigroup presentations $\operatorname{sg}\left\langle X_{1} \mid \mathcal{R}_{1}\right\rangle$ and $\operatorname{sg}\left\langle X_{2} \mid \mathcal{R}_{2}\right\rangle$ where $X_{1}, X_{2}$ are disjoint. Show that $\operatorname{sg}\left\langle X_{1} \cup X_{2} \mid \mathcal{R}_{1} \cup \mathcal{R}_{2}\right\rangle$ is a Church-Rosser presentation of the free product $G_{1} * G_{2}$ and that the canonical words are of the form $a_{1} b_{1} a_{2} \ldots a_{n} b_{n}$ where $a_{i}, b_{i}$ are canonical words in $G_{1}, G_{2}$ respectively, $a_{1}, b_{n}$ may be empty, other $a_{i}, b_{i}$ are not empty.

For more on HNN extensions and free products with amalgamation see [289, 210.
5.1.4.3. Auxiliary planar graphs. The Dehn-Greendlinger algorithm. The third idea used in dealing with van Kampen diagrams is the following: construct a planar graph $\Gamma(\Delta)$ associated with a van Kampen diagram $\Delta$, and then use the fact that the Euler characteristic of a tesselated polygon on a plane (i.e., the number of vertices minus the number of edges plus the number of cells) is 1 to deduce properties of $\Gamma(\Delta)$ and $\Delta$.

For example, suppose that $\Delta$ is a van Kampen diagram over some presentation $\mathcal{P}$ and $\Delta$ contains several subdiagrams $\Delta_{1}, \ldots, \Delta_{n}$ such that if $i \neq j$, then $\Delta_{i}$ and $\Delta_{j}$ share only boundary vertices and edges (but not cells). In this case, for every $i \neq j, \partial\left(\Delta_{i}\right) \cap \partial\left(\Delta_{j}\right)$ is empty or a disjoint union of $\operatorname{arcs} l_{i, j}^{1}, \ldots, l_{i, j}^{k(i, j)}$. The idea is then to consider the following auxiliary graph $\Gamma(\Delta)$ : put a vertex $v_{i}$ inside each subdiagram $\Delta_{i}$ and connect $v_{i}$ and $v_{j}$ by $k(i, j)$ edges, one edge per arc $l_{i, j}^{s}$. Clearly this graph is planar. One of the simplest use of the Euler characteristic is the following statement published by Heawood in 1890.

Theorem 5.1.15 (Heawood, [148]). Every finite planar graph without multiple edges and loops (i.e., edges whose tail and head coincide) either is empty or has a vertex of degree at most 5 .

Proof. Let $\Gamma$ be a finite planar graph without parallel edges and loops. Since the Euler characteristic of the plane is 1, the Euler formula gives $V-E+F=$ $k$ where $V$ is the number of vertices, $E$ is the number of edges and $F$ is the number of faces, i.e., finite connected regions obtained after removing $\Gamma$ from the plane, $k \geq 1$ is the number of connected components of $\Gamma$. Suppose that every vertex of $\Gamma$ has degree at least 6 . Then $E \geq 3 V$ (each vertex belongs to at least 6 edges, each edge belongs to 2 vertices). We also have $F \leq \frac{2}{3} E$ because every edge is on the boundary of at most 2 faces and every face has boundary consisting of

[^13]at least 3 edges (since $\Gamma$ has no parallel edges and no loops). Therefore, if the graph is not empty, $1=V-E+F \leq \frac{E}{3}-E+\frac{2}{3} E=0$, a contradiction.

Let us demonstrate how this idea applies. Consider the classical small cancelation condition. Let $\mathcal{P}=\operatorname{gp}\langle X \mid r=1, r \in R\rangle$ be a group presentation. As usual we assume that $R$ is closed under taking cyclic shifts and inverses. We shall also assume that every word in $R$ is cyclically reduced (if a cyclic shift of a word is 1 in the group, then the word is 1 in the group also). A piece is the maximal common prefix of any two distinct words from $R$. An easy geometric picture illustrating this notion is the following. The label of a maximal subpath $l$ in $\partial(\pi) \cap \partial\left(\pi^{\prime}\right)$ where $\pi, \pi^{\prime}$ are cells in a van Kampen diagram over $\mathcal{P}$ is a piece which is contained in some cyclic shifts of the labels of $\partial(\pi), \partial\left(\pi^{\prime}\right)$ or their inverses, see Figure 5.8.


Figure 5.8. The label of each $l_{i}$ is a piece
We say that $\mathcal{P}$ satisfies the small cancellation condition $C^{\prime}(\lambda)$ for some number $\lambda$ between 0 and 1 if for every piece $u$ that is a subword of $r \in R$ we have $|u|<\lambda|r|$.

Exercise 5.1.16. The presentation

$$
\operatorname{gp}\left\langle a, b \mid a^{-1} b^{-1} a b=1\right\rangle
$$

(for brevity, we omit the cyclic shifts and inverses) satisfies the condition $C^{\prime}(\lambda)$ for every $\lambda>\frac{1}{4}$ ) because the only pieces are $a, a^{-1}, b, b^{-1}$. The presentation

$$
\operatorname{gp}\left\langle a_{1}, b_{1}, a_{2}, b_{2} \mid\left[a_{1}, b_{1}\right]\left[a_{2}, b_{2}\right]=1\right\rangle
$$

satisfies $C^{\prime}(\lambda)$ for every $\lambda>\frac{1}{8}$ ). Let $\gamma$ be the substitution defined in Section 2.5.3.4. Then the presentation

$$
\operatorname{gp}\left\langle a_{11}, \ldots, a_{r r} \mid \gamma\left(a_{11}\right)=1, \ldots, \gamma\left(a_{r r}\right)=1\right\rangle
$$

satisfies the condition $C^{\prime}(\lambda)$ for every $\left.\lambda>1 / r\right)$.
The general wisdom about the small cancellation condition is "the smaller the $\lambda$ the better". It was proved by Goldberg [260] that every group has a presentation satisfying $C^{\prime}(\lambda)$ for any $\lambda>\frac{1}{5}$. So only the conditions $C^{\prime}(\lambda)$ with $\lambda \leq \frac{1}{5}$ are meaningful.

The key fact about small cancellation presentation was proved by Greendlinger 120 .

Theorem 5.1.17 (See Lyndon, Schupp [210]). Let $\mathcal{P}=\langle X \mid R\rangle$ be a group presentation satisfying $C^{\prime}(\lambda), \lambda \leq 1 / 6$, then every minimal van Kampen diagram $\Delta$ over $\mathcal{P}$ either has no cells or has a cell $\pi$ where $\partial(\pi)=u v$ with $|u|>|v|$, and $u$ is a subpath of $\partial \Delta$ (this cell is called $a$ Greendlinger cell). It sticks out of the diagram as on Figure 5.9.


Figure 5.9. A Greendlinger cell: $|v|<|u|$
Proof. We shall give a sketch of the proof in the case $\lambda \leq \frac{1}{12}$ which is a bit easier. Consider any minimal van Kampen diagram $\Delta$ over $\mathcal{P}$. Consider the auxiliary graph $\Gamma(\Delta)$ corresponding to all cells in $\Delta$ (i.e.,, as above, put a vertex in each cell, connect vertices if the corresponding cells share parts of the boundary, one edge per each maximal arc in the intersection of their boundaries).

Lemma 5.1.18. The graph $\Gamma(\Delta)$ does not have loops and parallel edges.
Proof. We prove that $\Gamma(\Delta)$ has no parallel edges, leaving the other part as an exercise. Induction on the number of cells in $\Delta$. Suppose that two vertices $v_{1}, v_{2}$ corresponding to cells $\pi_{1}, \pi_{2}$ are connected by two edges. That means the intersection $\partial\left(\pi_{1}\right) \cap \partial\left(\pi_{2}\right)$ contains at least two maximal arcs $l_{1}, l_{2}$ as on Figure 5.8.

Then there exists a subdiagram $\Delta^{\prime}$ of $\Delta$ with boundary of the form $\partial\left(\Delta_{1}\right)=$ $p_{1} p_{2}^{-1}$ where the path $p_{1}$ is part of $\partial\left(\pi_{1}\right)$ and path $p_{2}$ is a part of $\partial\left(\pi_{2}\right)$ which contains cells (here we use the fact that all words in $R$ are cyclically reduced!). Since the diagram $\Delta^{\prime}$ contains fewer cells than $\Delta$, we can assume that Lemma 5.1.18, and hence Theorem 5.1.17, applies to $\Delta^{\prime}$. Therefore there exists a Greendlinger cell $\pi$ in $\Delta^{\prime}$, i.e., there exists a path $l \subseteq \partial(\pi) \cap \partial\left(\Delta^{\prime}\right)$ such that $|l|>\frac{1}{2}|\partial(\pi)|$. Then $l=l_{1} l_{2}$ where $l_{1}=\partial(\pi) \cap p_{1}, l_{2}=\partial(\pi) \cap p_{2}$. Then one of the paths $l_{1}$ or $l_{2}$ has length greater than $\frac{1}{4}|\partial(\pi)|$. That means there exists a piece which is a subword of the label of $\partial(\pi)$ and is longer than $\frac{1}{4}|\partial(\pi)|$, a contradiction with $C^{\prime}\left(\frac{1}{12}\right)$. This contradiction proves the claim.

Exercise 5.1.19. Prove the remaining part of the lemma: that $\Gamma(\Delta)$ does not have loops.

Now let us show how to deduce Theorem 5.1.17 from Lemma 5.1.18. Since $\Gamma(\Delta)$ is planar, does not have parallel edges and loops, it must have a vertex $v$ of degree at most 5 by Theorem 5.1.15. Therefore there exists a cell $\pi$ which has at most 5 cells $\pi_{1}, \pi_{2}, \ldots$ which share a boundary edge with $\pi$. By Lemma 5.1.18, each intersection $l_{i}=\partial(\pi) \cap \partial\left(\pi_{i}\right)$ is a path. The label of this path is a piece (why?). Hence $\left|l_{i}\right| \leq \frac{1}{12}|\partial(\pi)|$ by the condition $C^{\prime}\left(\frac{1}{12}\right)$. Note also that every edge of $\partial(\pi)$ either belongs to the boundary of $\Delta$ or to one of the $l_{i}$. The sum of lengths of the paths $l_{1}, l_{2}, \ldots$ is at most $\frac{5}{12}|\partial(\pi)|$. The complement $l=\partial(\pi) \cup \cup l_{i}$ is $\partial(\Delta) \cap \partial(\pi)$ and has length at least $\frac{7}{12}|\partial(\pi)|>\frac{1}{2}|\partial(\pi)|$.

Remark 5.1.20. There are two gaps in this proof. First, the intersection $\partial(\Delta) \cap \partial(\pi)$ may not be an arc but a union of several disjoint subarcs of $\partial(\pi)$. Second, the diagram $\Delta$ may not be a disc but a tree of discs. In that case $\partial(\Delta) \cap \partial(\pi)$ may be a union of several disjoint subarcs of $\partial(\Delta)$.

Exercise 5.1.21. Fill the gaps mentioned in Remark 5.1.20. Hint: To fill the first gap, assume that $\partial(\Delta) \cap \partial(\pi)$ is a disjoint union of several arcs, and consider a (smaller) subdiagram bounded by $\partial(\pi)$ and $\partial(\Delta)$. To fill the second gap, prove that if a planar graph has no parallel edges or loops, and has at least 2 vertices, then it contains at least 2 vertices of degree $\leq 5$ (this is not much stronger than Theorem 5.1.15). Alternatively, one can use 0-cells and contiguity subdiagrams (see Section 5.1.4.6 below).

Theorem 5.1.17 provides the following algorithm for solving the word problem in a group $G$ given by a finite (or even recursive) presentation $\operatorname{gp}\langle X \mid R\rangle$ satisfying $C^{\prime}(\lambda), \lambda<\frac{1}{6}$. Consider a word $w$. If $w$ is not trivial (i.e., equal to 1 in the free group) and does not contain more than a half of a word from $R$, then $w \neq 1$. If $w$ contains a subword $u$ such that $u v \in R$ for some $v$ and $|v|<|u|$, then replace $u$ by $v$ in $w$. The new word $w^{\prime}$ is shorter than $w$. Moreover $w=1$ in $G$ if and only if $w^{\prime}=1$ in $G$, and we can proceed by induction on the length of $|w|$. This algorithm was first discovered by Dehn to solve the word problem in the fundamental groups of the orientable surface $S_{g}$ of genus $g>1$, or surface group for short i.e., the group $\pi_{1}\left(S_{g}\right)=\operatorname{gp}\left\langle a_{1}, \ldots, a_{g}, b_{1}, \ldots, b_{g} \mid\left[a_{1}, b_{1}\right] \cdots\left[a_{g}, b_{g}\right]=1\right\rangle$. That group satisfies $C^{\prime}(\lambda)$ for every $\lambda>\frac{1}{4 g}$ (prove it!).

Thus a presentation of a group $G$ satisfying the conclusion of Theorem 5.1.17 is called a Dehn presentation. Groups admitting a Dehn presentations have been studied extensively (probably the first paper where these groups were introduced in full generality and studied was the paper by Adian [4]). Groups having finite Dehn presentations are known under the name of Gromov hyperbolic groups after Gromov discovered deep connection between these groups, topology and geometry in his seminal paper [129].

The surface groups play extremely important role in the modern group theory. The next exercise clarify their structure.

ExERCISE 5.1.22. Show that $\pi_{1}\left(S_{g}\right)$ can be represented as a free product of two free groups with cyclic amalgamated subgroup if $g \geq 2$ (say, one free group is generated by $a_{1}$ and $b_{1}$, another is generated by the rest of generating set), and as an HNN extension of a free group with cyclic associated subgroups if $g \geq 1$ (any generators can be considered as a free letter).

The next exercise shows that $\pi_{1}\left(S_{g}\right)$ has nice finite Church-Rosser presentation.

EXERCISE 5.1.23 (Hermiller, $\mathbf{1 5 0}$ ). Let us denote $a_{i}^{-1}$ by $\bar{a}_{i}, b_{i}^{-1}$ by $\bar{b}_{i}$ (so that the defining relator of $\pi_{1}\left(S_{g}\right)$ has the form $\bar{a}_{1} \bar{b}_{1} a_{1} b_{1} \bar{a}_{2} \bar{b}_{2} a_{2} b_{2} \ldots \bar{a}_{g} \bar{b}_{g} a_{g} b_{g}=$ 1). Let us also denote $P=\bar{a}_{2} \bar{b}_{2} a_{2} b_{2} \ldots \bar{a}_{g} \bar{b}_{g} a_{g} b_{g}, Q=\bar{b}_{g} \bar{a}_{g} b_{g} a_{g} \ldots \bar{b}_{2} \bar{a}_{2} b_{2} a_{2}$. Consider the monoid presentation with generators

$$
a_{1}, \ldots, a_{g}, b_{1}, \ldots, b_{g}, \bar{a}_{1}, \ldots, \bar{a}_{g}, \bar{b}_{1}, \ldots, \bar{b}_{g}
$$

and relations

$$
\begin{aligned}
& a_{i} \bar{a}_{i}=1, \bar{a}_{i} a_{i}=1, b_{i} \bar{b}_{i}=1, \bar{b}_{i} b_{i}=1 \text { for all } \mathrm{i}, \\
& a_{1} b_{1}=b_{1} a_{1} Q \\
& \bar{a}_{1} \bar{b}_{1}=Q \bar{b}_{1} \bar{a}_{1} \\
& \bar{a}_{1} b_{1}=b_{1} P \bar{a}_{1} \\
& a_{1} Q \bar{b}_{1}=\bar{b}_{1} a_{1}
\end{aligned}
$$

Show that this is a finite Church-Rosser presentation of the surface group $\pi_{1}\left(S_{g}\right)$. Hint: The most difficult part of this exercise is to prove that the rewriting system is terminating. For this you can use the recursive path ordering on the set of words (see Section 1.2.3).
5.1.4.4. Small cancellation and conjugacy. Annular (Schupp) diagrams. Let $G=\operatorname{gp}\langle X \mid R\rangle$ be a group presentation. Suppose that two words $u, v$ over $X$ are conjugate in $G$, that is there exists a word $w$ such that $w u w^{-1}=v$ in $G$. Then there exists a van Kampen diagram with $\partial(\Delta)=p_{1} p_{2} p_{3}^{-1} p_{4}^{-1}$ where the labels of $p_{1}, p_{2}, p_{3}, p_{4}$ are $w, u, w, v$. Thus we can identify the $\operatorname{arcs} p_{1}$ and $p_{3}$ making the diagram into an annulus $\Delta^{\prime}$ with two boundary components: one labeled by $u$ and another labeled by $v$. The paths $p_{1}=p_{3}$ form a cut of the diagram $\Delta^{\prime}$. The only difference between $\Delta^{\prime}$ and van Kampen diagrams is that $\Delta^{\prime}$ is a tesselated annulus, not a tesselated disc. Such annular diagrams are sometimes called Schupp diagrams (Schupp introduced them in [288]). Note that if there exists an annular diagram $\Delta^{\prime}$ with boundary labels $u, v$, and $p$ is any path without self-intersections, connecting the two boundary components, so that the word $u$ on a boundary component of $\Delta$ starting (and ending) at $p_{-}$and the word $v$ starts and ends at $p_{+}$, we can cut $\Delta^{\prime}$ along $p$ and obtain a van Kampen diagram $\Delta$ with boundary label $w u w^{-1} v^{-1}$. So $w u w^{-1}=v$ in $G$. See Figure 5.10. Thus we obtain

Lemma 5.1.24. The words $u, v$ are conjugate in $G$ if and only if there exists an annular diagram over the presentation of $G$ with boundary labels $u$ and $v$.

Note that another way of getting annular diagrams is by removing subdiagrams from van Kampen diagrams. One can deal with annular diagrams in the


Figure 5.10. Turning a conjugacy van Kampen diagram into an annular diagram and back
same manner as with van Kampen diagrams. In particular, the auxiliary graphs are defined similarly. Only one needs to be aware that a cell can now touch itself forming an annulus surrounding the hole in the diagram, and also two cells can touch twice, again, forming an annulus surrounding the hole. So the auxiliary graph may have loops (at most one per vertex) and parallel edges: at most two per vertex. Since the graph is still planar, the Euler characteristic method still works, only one needs smaller $\lambda$ in $C^{\prime}(\lambda)$. In particular, the following analog of Theorem 5.1.17 still holds.

Theorem 5.1.25. Let $\mathcal{P}=\langle X \mid R\rangle$ be a group presentation satisfying $C^{\prime}(\lambda)$. Then every minimal annular diagram $\Delta$ over $\mathcal{P}$ either has no cells or has a cell $\pi$ which shares more than $(1-7 \lambda)$ of its boundary edges with the boundary components of $\Delta$, see Figure 5.11.


Figure 5.11. A Greendlinger cell $\pi$ of an annular diagram $\Delta$
This implies, in particular, the following interesting result.

THEOREM 5.1.26. Let $\mathcal{P}=\langle X \mid R\rangle$ be a group presentation satisfying $C^{\prime}(\lambda)$, $\lambda<\frac{1}{14}$. If two words $u, v$ are conjugate modulo $\mathcal{P}$, then there exists a cyclic shift $u^{\prime}$ of $u$, a cyclic shift $v^{\prime}$ of $v$, and a word $w$ of length at most $\frac{7}{2} \lambda(|u|+|v|)$ such that $w^{-1} u^{\prime} w=v^{\prime}$ modulo $\mathcal{P}$.

Proof. Indeed, let $\Delta$ be a minimal annular diagram over $\mathcal{P}$ with boundary components $p$ and $q$ labeled by $u$ and $v$. Applying Theorem 5.1.25, we find a Greendlinger cell $\pi$ which sticks out of $\Delta$. We only consider the case when $\partial(\pi)$ intersects both $p$ and $q$ leaving the other cases as an exercise. Thus $\partial(\pi)=$ $t_{1} s_{1} t_{2} s_{2}^{-1}$ where $s_{1} \subseteq p, s_{2} \subseteq q$,

$$
|p|+|q| \geq\left|s_{1}\right|+\left|s_{2}\right|>(1-7 \lambda)|\partial(\pi)|
$$

Hence $\left|t_{1}\right|+\left|t_{2}\right| \leq 7 \lambda|\partial(\pi)| \leq \frac{7 \lambda}{1-7 \lambda}(|p|+|q|)$. Thus at least one of the paths $t_{1}$ or $t_{2}$ has length at most $\frac{7 \lambda}{2(1-7 \lambda)}(|u|+|v|)$. The label of that path is the desired word $w$.
5.1.4.5. Diagrams and elementary topology 3. A van Kampen diagram can be viewed as a CW complex on the plane. One can notice that, when dealing with van Kampen diagrams we have been using some topological properties of the plane. For example, we use the Euler characteristic in the proof of Theorem 5.1.15. We also repeatedly used Jordan's theorem: every simple closed loop on the plane separates the plane into two path connected components (find places above where Jordan's theorem is used!) $4^{4}$ In fact the possibility to use topology when dealing with diagrams is what makes diagrams so effective and the proofs so short. If we work with words instead of diagrams, we, in effect, have to prove syntactic analogs of these topological statements!

The next two lemmas give other important applications of the topology of the plane to van Kampen and annular diagrams. We only sketch the proofs, a more detailed proof would make us go too deep into topology (and for a reader who knows basic topology, these proofs should be trivial).

Lemma 5.1.27. Let $\Delta$ be a van Kampen or annular diagram over a presentation $\mathcal{P}$. Let $p, p^{\prime}$ be two paths in $\Delta$ that are homotopic in $\Delta$ (here we view $\Delta$ as a $C W$-complex). Then the labels of $p, p^{\prime}$ are equal modulo $\mathcal{P}$.

Proof. Indeed, a homotopy is a series of moves when we either replace a path $e e^{-1}$ by an empty path or insert a subpath $e e^{-1}$ ( $e$ is an edge), or substitute a subpath which is a part of the boundary of a cell $\pi$ by the complement of this subpath in $\partial(\pi)$. The effect of these moves on the label is: we either insert a word that is equal to 1 in the free group, or we insert a relation from $\mathcal{P}$. Both operations do not change the word modulo $\mathcal{P}$.

Lemma 5.1.28. Let $\Delta$ be an annular diagram over a presentation $\mathcal{P}$ with boundary paths $p, q$ whose labels are $u$ and $v$. Suppose that $\Delta$ has two cuts $c, c^{\prime}$

[^14]with $c_{-}=c_{-}^{\prime} \in p_{-}, c_{+}=c_{+}^{\prime} \in q$ and labels $w$ and $w^{\prime}$. Then for some integer $n$, we have $w=u^{n} w^{\prime}$ modulo $\mathcal{P}$.

Proof. Indeed, as we know from basic topology, the fundamental group of an annulus is cyclic. Hence $c$ is homotopic (in $\Delta$ ) to $c^{\prime}$ times a power of $p$. It remains to use Lemma 5.1.27.
5.1.4.6. Small cancellation, 0 -cells and the baby version of contiguity subdiagrams. The goal of this section is first to calm down potential critics who can say that cutting off subdiagrams and replacing them with subdiagrams with the same boundary labels is not that easy topologically because, as we have mentioned, a cell in a van Kampen diagram over a presentation $\operatorname{gp}\langle X \mid R\rangle$ is not necessarily an embedded disc (see Figure 5.1): the boundary of a cell can have multiple edges and vertices. Moreover the diagram itself may be a tree of discs connected by arcs. The second, more important, goal is to introduce a "baby version" (or, more precisely, rank 0 version) of the notion of contiguity subdiagram which will play a crucial role in the proof of the Novikov-Adian theorem below.

To avoid topological difficulties, Olshanskii introduced (see [260]) the notions of 0-edges and 0-cells. A 0 -edge is an edge labeled by 1 (the identity element of the group). Let us allow 0-edges in a van Kampen diagram. That means, we can replace a relation $a_{1} a_{2} \cdots a_{k}=1$ by the equivalent relation $a_{1} 1 a_{2} 1 \ldots a_{n} 1=1$. Letters from $X$ will be called non-0-letters. A 0 -relation is a relation of one of two forms $1^{k}=1$ and $1^{k} a 1^{l} a^{-1} 1^{m}=1, k, l, m \geq 0$. A cell corresponding to a 0 -relation is called a 0 -cell, see Figure 5.12


Figure 5.12. 0-cells
A 0 -cell is a cell corresponding to a 0-relation. Clearly adding 0-relations to $\mathcal{P}$ does not change the group. 0-cells allow us to assume that every cell and the diagram itself is an embedded disc. For example, Figures 5.13, 5.14 shows what to do when a cell touches itself and when a diagram consists of two disc diagrams connected by an arc.

As noted in [260, Chapter 4], using 0-cells, one can transform every van Kampen diagram $\Delta$ into a diagram $\Delta^{\prime}$ over the "extended presentation" (including the 0-relations) with boundary label freely equal to the label of $\partial(\Delta)$ and such that


Figure 5.13. Turning a cell into an embedded disc


Figure 5.14. Turning a diagram into an embedded disc

- No two non-0-edges $e \neq f^{ \pm 1}$ share a vertex.
- No two different non-0-cells share a boundary vertex.

Computing the length of a path in a diagram $\Delta$ containing 0 -cells, we usually ignore the 0 -edges. The "dual" graph $\Gamma(\Delta)$ in the case of small cancelation condition $C^{\prime}(\lambda)$ is a little bit more tricky to define. Of course, only the non-0cells should be the vertices of $\Gamma(\Delta)$ : 0 -cells do not satisfy the small cancelation condition. But as we saw, non- 0 -cells in $\Delta$ may not share parts of the boundary, so if we define the graph $\Gamma(\Delta)$ as before, it would have no edges. The cure is the following. Notice that for every generator $a \in X$ all 0 -relations containing an $a$ contain exactly two occurrences of $a$ (see Figure 5.12). Therefore 0 -cells containing $a$ on the boundary form $a$-bands! The sides of the $a$-bands consist of 0 -edges. An $a$-band can start (end) on the boundary of a non- 0 -cell or on $\partial(\Delta)$. Let us call an $a$-band connecting a non- 0 -cell $\pi$ (or an $\operatorname{arc} p$ on $\partial(\Delta)$ ) with another non-0-cell $\pi^{\prime}$ (or another arc $p^{\prime}$ from $\partial(\Delta)$ ) a bond. Note that if we remove all 0 -cells and 0 -edges from $\Delta$, then the start and end edges of a bond will coincide, so bonds just tell us which edges $\pi$ or $p$ shares with $\pi^{\prime}$ or $p^{\prime}$. Now it is not difficult to define when two non-0-cells share an arc. If $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ are two not necessarily distinct bonds between non- 0 -cells $\pi_{1}, \pi_{2}$ (for arcs $p_{1}, p_{2}$ the definition is the same), then consider the subdiagram $\Delta^{\prime}$ bounded by $\partial\left(\pi_{1}\right), \partial\left(\pi_{2}\right)$ and sides of the bands $\mathcal{T}_{1}, \mathcal{T}_{2}$, and containing $\mathcal{T}_{1}, \mathcal{T}_{2}$ but not containing $\pi_{1}, \pi_{2}$. The
boundary of $\Delta^{\prime}$ is subdivided into four arcs: $\partial\left(\Delta^{\prime}\right)=p_{1} p_{2} p_{3}^{-1} p_{4}^{-1}$ where $p_{1}, p_{3}$ are the sides of $\mathcal{T}_{1}, \mathcal{T}_{2}, p_{2}$ is a part of $\partial\left(\pi_{1}\right), p_{4}$ is a part of $\partial\left(\pi_{2}\right)$, see Figure 5.15, Suppose that $\Delta^{\prime}$ consists of 0 -cells. Then we call $\Delta^{\prime}$ a contiguity subdiagram between $\pi_{1}$ and $\pi_{2}, p_{1}, p_{3}$ are sides of $\Delta^{\prime}, p_{2}, p_{4}$ are called the contiguity arcs of $\Delta^{\prime}$. There is a partial order on contiguity subdiagrams induced by inclusion. As in the case of bands, we shall consider only the maximal contiguity subdiagrams. Note that every bond is a contiguity subdiagram as well but not necessarily a maximal one.


Figure 5.15. A contiguity subdiagram
Contiguity subdiagrams between a cell and a boundary arc of $\Delta$ or between two boundary arcs are defined in the same way. Note that $p_{1}$ and $p_{3}$ consist of 0 -edges. Moreover the labels of arcs $p_{2}$ and $p_{3}$ are equal in the free group since $\Delta^{\prime}$ consists of 0 -cells. So these labels are pieces. The notions of a cell sharing an arc of its boundary with the boundary of the diagram and a cell sticking out is changed accordingly. The picture of a cell sticking out is on Figure 5.16 where $\Delta^{\prime}$ is a contiguity subdiagram.

Now we can define the "true" auxiliary graph $\Gamma(\Delta)$ : put a vertex inside every non-0-cell, connect two vertices by an edge per contiguity subdiagram between the corresponding cells.

It is easy to see that the graph $\Gamma(\Delta)$ is the same as before insertion of 0 edges and 0 -cells, so the formulation and the proof of Theorem 5.1.17 remain virtually the same.

Exercise 5.1.29. Re-prove Theorem 5.1.17 assuming that the diagram contains 0 -cells (removing 0 -cells and then applying the previous proof constitutes cheating!).

### 5.2. The Burnside problems for groups

5.2.1. Golod's counterexample to the unbounded Burnside problem for groups. Let $K$ be a countable field of characteristic $p>0$. Consider the algebra $A=F / I$ constructed in Section 4.4.6. Let $B$ be the algebra $A$ with an identity element adjoined. Consider the semigroup $G$ generated by all elements


Figure 5.16. A cell $\pi$ sticking out: $|v|<|u|, u=u^{\prime}$ in the free group
$1+x$ where $x \in X$. Every element of this semigroup has the form $1+a$ where $a \in A$. Since $A$ is a nil-algebra $a^{p^{n}}=0$ in $A$ for some $n$ which depends on $a$. Since the characteristic is equal to $p$ we have that $(1+a)^{p^{n}}=1+a^{p^{n}}=1$ (see Exercise 1.4.18). Therefore $G$ is a group (every element $1+a$ has an inverse $\left.(1+a)^{p^{n}-1}\right)$. By definition $G$ is finitely generated. If $G$ were finite, then $K G$ would be a finite dimensional algebra. The algebra $K G$ contains 1 and all elements $1+x, x \in X$. So $K G$ contains all the generators $x$ of $A$. Since $K G$ is a subalgebra of $A$ we can conclude that $K G=A$. But $A$ is not finite dimensional and $K G$ is finite dimensional, a contradiction. Therefore we have

Theorem 5.2.1 (Golod, [114]). $G$ is an infinite finitely generated periodic group.

This is a counterexample to the unbounded Burnside problem for groups.
Recall that Burnside formulated his problem in 1902, and Golod solved it in 1964. It is remarkable that a solution of a 60 years old problem can be that simple (other examples discussed in this book are the Hanna Neumann conjecture which was formulated in 1957 and proved with a 2-page proof in 2011, see Section 5.9.5, and the finite basis problems for varieties of rings formulated in the 50 s and solved in 1999 with a 5 -page proof, see Section 4.5.3).

Now there exist many other methods of constructing counterexamples to the unbounded Burnside problem for groups (Aleshin, Grigorchuk, and others using groups of automatic transformation (see, for example, [230, 170]), Sushchansky using the so-called iterated wreath products [309], Olshanskii, Osin and Sapir (see [263]) using the so-called lacunary hyperbolic groups, Olshanskii and Osin [262] using the so-called large groups, etc. We shall return to this in Section 5.7.4).
5.2.2. The Bounded Burnside problem. Positive results. There are very few values of $n$ such that every group satisfying the identity $x^{n}=1$ is known to be locally finite, namely $n=1,2,3,4,6$. This fact is obvious for $n=1$, an easy exercise for $n=2$, a medium difficulty exercise for $n=3$ and nontrivial for $n=4,6$. We present here the proofs for $n=3$ and $n=4$ (since the variety $\operatorname{var}\left\{x^{4}=1\right\}$ will appear again later). These cases as well as case $n=6$ can be found, for example, in the classical book by M. Hall [144, Section 18.4] or in the book by Vaughan-Lee (324.

Theorem 5.2.2 (Burnside, $\mathbf{1 4 4}$ ). Every group satisfying the identity $x^{3}=1$ is locally finite.

Proof. Let $G=\operatorname{gp}\left\langle x_{1}, \ldots, x_{k}\right\rangle$ be a finitely generated group satisfying the identity $x^{3}=1$. Induction on $k$. The case $k=1$ is obvious. Assume that all $k-1$-generated groups with the identity $x^{3}=1$ are finite. The van Kampen diagram on Figure 5.17 (from [260]) shows that the identity $x^{3}=1$ implies the identity $\left[y, y^{x}\right]=1$. Therefore every normal subgroup of $G$ generated (as


Figure 5.17. The identity $x^{3}=1$ implies the identity $\left[y, y^{x}\right]=1$
a normal subgroup) by one element is commutative (prove it!). Let $N$ be the normal subgroup generated by $x_{k}$. Since $G / N$ is $(k-1)$-generated, it is finite by the induction assumption. Every commutative group satisfying the identity $x^{3}=1$ is locally finite (Exercise 3.3.2). Hence by Corollary 3.4.2 $G$ is finite.

Theorem 5.2.3 (Sanov, [276). Every group satisfying the identity $x^{4}=1$ is locally finite.

Proof. We need to show that every finitely generated group satisfying the identity $x^{4}=1$ is finite. If the number of generators $k$ of the group is 1 , the statement is obvious. Suppose that we have proved the result for some $k$. Let $G$ be a group generated by $\left\{x_{1}, \ldots, x_{k}, y\right\}$ and satisfying the identity $x^{4}=1$. Suppose that $G$ is infinite. Let $H=\left\langle x_{1}, \ldots, x_{k}\right\rangle$ be the subgroup of $G$ generated by $x_{1}, \ldots, x_{k}$. Then $H$ is finite by the inductive assumption. Let $M$ be the
subgroup of $G$ generated by $H$ and $y^{2}$. Whether $M$ is finite or infinite, we have two groups $G_{1}<G_{2}$ both satisfying the identity $x^{4}=1, G_{1}$ is finite, $G_{2}$ is infinite and generated by $G_{1}$ and $t$ such that $t^{2} \in G_{1}$. If $M$ is finite, then $G_{2}=G$, $G_{1}=M, t=y$. If $M$ is infinite, then $G_{2}=M, G_{1}=H, t=y^{2}$.

We need to show that this situation is impossible. Since $G_{2}$ is infinite and is generated by a finite set $G_{1} \cup\{t\}, t^{2} \in G_{1}$, there exists an arbitrary long geodesic word of the form

$$
\begin{equation*}
g_{1} t g_{2} t \ldots g_{s} t g_{s+1} \tag{5.2.1}
\end{equation*}
$$

for $G_{2}$ where $g_{i} \in G_{1}$. The relation $(t g)^{4}=1$ implies $t g t=g^{-1} t g^{\prime} t g^{-1}$ where $g^{\prime}=t^{2} g^{-1} t^{2} \in G_{1}$ (check it!). Therefore for every $i=2, \ldots, s-1$ we can rewrite the word (5.2.1) as follows:

$$
g_{1} t g_{2} \ldots t\left(g_{i-1} g_{i}^{-1}\right) t g_{i}^{\prime} t\left(g_{i}^{-1} g_{i+1}\right) \ldots t g_{s+1}
$$

Note that the length of that word in the alphabet $G_{1} \cup\{t\}$ is not bigger than the length of (5.2.1).

Rewriting the subword $t\left(g_{i-1} g_{i}^{-1}\right) t$ as before amounts to changing some $g_{r}$ again, in particular, we replace $g_{i-2}$ by $g_{i-2}\left(g_{i-1} g_{i}^{-1}\right)^{-1}=g_{i-2} g_{i} g_{i-1}^{-1}$. By induction we conclude that for every $i>2$ and odd $j<i$, we can replace $g_{i-i}$ by

$$
h_{i, j}=g_{i-j} g_{i-j+2} \ldots g_{i-1} g_{i}^{-1} g_{i-2}^{-1} \ldots g_{i-j+1}^{-1} .
$$

For every $i=1,2, \ldots$ consider the element $h_{i}=g_{2} g_{4} \ldots g_{2 i} g_{2 i-1}^{-1} g_{2 i-3}^{-1} \ldots g_{3}^{-1}$. If $s>2\left|G_{1}\right|$, then $h_{i}$ must be equal to $h_{j}$ for some $i<j$. But then $h_{2 i, 2 j-1}=1$ in $G_{1}$ (check it!). Therefore $g_{2 i-2 j+1}$ can be replaced by 1 in (5.2.1) without increasing the length. Then the subword $t^{2}$ can be replaced by an element from $G_{1}$, reducing the length of the word (5.2.1) which contradicts the assumption that the word (5.2.1) is geodesic.
5.2.3. The Novikov-Adian theorem. Here we present a "road map" for Olshanskii's proof from [258] of a version of Novikov-Adian's theorem for sufficiently large odd exponents [251, 3]. Note that this is only a road map: we wanted to describe main ideas, methods and "points of interest" of the proof. For the actual proof the reader is referred to [258, 260 .

Theorem 5.2.4 (Novikov-Adian, [251, 3], Olshanskii [258, [260]). For every $m \geq 2$, the $m$-generated free Burnside group $B_{m, n}$, i.e., the free group in the variety of groups $\operatorname{var}\left\{x^{n}=1\right\}$, is infinite for every sufficiently large odd $n$ (say, $\left.n>10^{10}\right) \cdot 5$

In preparation of this section, we essentially used the text sent to us by Victor Guba 133 , and further explanations by Alexander Olshanskii.

[^15]5.2.3.1. The basic rough idea. Fix a big enough odd number $n$. It suffices to show that $B(2, n)$ is infinite because $B(2, n)$ is a homomorphic image of $B(m, n)$ for every $m \geq 2$.

Order the cyclically reduced words in the free group $F_{2}=\operatorname{gp}\langle a, b\rangle$ in an almost arbitrary way: $u_{1}<u_{2}<\ldots$. The only requirement is: if $u$ is shorter than $v$, then $u<v$. Consider the following sequence of groups $G_{i}$ with group presentations

$$
\mathcal{P} \mathcal{B}_{i}=\operatorname{gp}\left\langle a, b \mid C_{1}^{n}=1, C_{2}^{n}=1, \ldots, C_{i}^{n}=1\right\rangle
$$

where $G_{0}$ is the free group $F_{2}$, and $C_{i}$ is the smallest word which has infinite order in $G_{i-1}$, for every $i \geq 1$. Note that then $C_{i}$ is not a proper power in $G_{i-1}$ of a smaller word because of our choice of the order < (prove that!). The main fact to prove about the group $G_{i}$ is this

Theorem 5.2.5. The group $G_{i}$ is infinite for every $i \geq 0$. In fact all Prouhet cube-free words $p_{m}$ (see Section 2.1) in the alphabet $\{a, b\}$ are pairwise different in $G_{i}$.

It is proved in [258] that the group $B_{2, n}$ is given by the group presentation

$$
\mathcal{P B}=\operatorname{gp}\left\langle a, b \mid C_{i}^{n}=1, i \geq 1\right\rangle .
$$

i. e. it is an inductive limit of groups $G_{i}$ (this is not completely obvious, it is only obvious that the inductive limit is periodic). Suppose that $B_{2, n}$ is finite. Then it is given by a finite presentation $\operatorname{gp}\langle a, b \mid R\rangle$ (the multiplication table, for example). Since $R$ follows from $\left\{C_{i}^{n}=1 \mid i \geq 1\right\}$, it must follow from a finite number of these relations $\left\{C_{1}^{n}=1, \ldots, C_{m}^{n}=1\right\}$. But this means $G_{m}$ is a homomorphic image of $B_{2, n}$ which is impossible since $G_{m}$ is infinite. Thus Theorem 5.2.4 follows from Theorem 5.2.5.

It is in fact proved in [258] that the groups $G_{i}$ are infinite and hyperbolic (similar facts are also basically proved in [251, see also Section 5.2.3.15] below), moreover its presentation satisfies a natural generalization of the small cancelation condition $C^{\prime}(\lambda)$ where contiguity subdiagrams are used to define "pieces of relations" (as in Section 5.1.4.6). To show that all Prouhet words $p_{m}$ are different in $G_{i}$, suppose, by contradiction, that $p_{k}=p_{m}$ in $G_{i}, k<m$. Since $p_{k}$ is a prefix of $p_{m}, w=p_{k}^{-1} p_{m}$ is a subword of $p_{m}$, hence cube-free. Since $w=1$ in $G_{i}$, there exists a van Kampen diagram $\Delta$ over the presentation of $G_{i}$ with boundary label $w$. We need to prove an analog of Theorem 5.1.17; if $\Delta$ is minimal in some sense, then one of the cells shares large enough part of its boundary with the boundary of $\Delta$. Indeed, a big enough subword of $C_{i}^{n}$ contains cubes, so $w$ cannot be cube-free.

The index $i$ of $G_{i}$ and $C_{i}^{n}$ is called the rank. Thus $C_{i}$ is called a period of rank $i$. Accordingly we call a cell in a diagram over $\mathcal{P B}$ a cell of rank $i$ if it corresponds to the relation $C_{i}^{n}$, by definition 0 -cells have rank 0 . The rank of $a$ diagram is the maximal rank of its cells.

We also define the type of a van Kampen (or annular) diagram $\Delta$ over $\mathcal{P B}$ as the sequence of ranks of its cells arranged in the non-increasing order $\left(s_{1}, s_{2}, \ldots\right)$. We order types lexicographically.
5.2.3.2. $j$-pairs. We say that two cells $\pi, \pi^{\prime}$ of rank $j$ form a $j$-pair if there is a path $p$ without self-intersections (i.e., simple) connecting these cells whose label is equal to 1 in $G_{j-1}$, and the boundary labels of $\pi, \pi^{\prime}$ starting at $p_{-}$and $p_{+}$respectively are mutually inverse. In that case we can cut off the two cells together with the path $p$, and insert a diagram of rank at most $j-1$ in the resulting hole (indeed, the boundary label of the hole is equal to 1 in $G_{j-1}$ ). The new diagram will have the same boundary label but smaller type, so we shall always assume that our diagrams over $\mathcal{P B}$ do not contain $j$-pairs of cells, see Figure 5.18. Note that the path $p$ can be empty as on Figure 5.7.


Figure 5.18. Removing a $j$-pair
We call a van Kampen or annular diagram of rank $i$ reduced if it does not contain $j$-pairs for any $j \leq i$.
5.2.3.3. Parameters. Now let us turn to the proof in 258 . It consists of several lemmas proved by a simultaneous induction on the type of a diagram over $\mathcal{P B}$. This means that proving every lemma, we can assume that all other lemmas are already proved for diagrams of smaller type. One can view all these lemmas as one large lemma or as a "crown of lemmas" (which is similar to a "crown of sonnets" [197]). Our goal is to explain the semantic meaning of these lemmas and give some ideas of their proofs.

In the proof, we often use the phrase that some quantity $a$ (length of a path, or weight of a cell, etc.) is "much smaller" than the other quantity $b$. This usually means that $a \leq \nu b$ for some very small parameter $\nu$. There are several concrete parameters in [258] (and even better chosen parameters in [260]). They are denoted by small Greek letters $\alpha, \beta, \eta, \theta, \ldots$. All inequalities involving these parameters become obvious if we take into account that the ratio between a "very small number" and an "even smaller number" can be assumed arbitrary large but fixed in advance, hence do not depend on the rank. This leads to a very large value of $n$, which is the reciprocal of the smallest parameter, but we do not care here about how large $n$ is as long as it is finite.
5.2.3.4. Contiguity subdiagrams. The definition and the spirit of Zimin words. As in Section 5.1.4.6, contiguity subdiagrams will connect a cell $\pi$ with another cell $\pi^{\prime}$ or a boundary arc $p$ in a van Kampen or annular diagram. Let us define only contiguity subdiagrams connecting a cell $\pi_{1}$ with another cell $\pi_{2}$ in a van Kampen diagram. Other definitions are completely similar.

Every contiguity subdiagram $\Psi$ will have boundary subdivided into four arcs

$$
p_{1} q_{1} p_{2}^{-1} q_{2}^{-1}
$$

where $q_{1}$ is an arc from $\partial\left(\pi_{1}\right), q_{2}$ is an arc in $\partial\left(\pi_{2}\right)$ (hence the need to consider diagrams with boundary subdivided into at most four arcs!). The arcs $p_{1}, p_{2}$ are called the sides of a contiguity subdiagram. The quotient $\frac{\left|q_{1}\right|}{\partial\left(\pi_{1}\right) \mid}$ is called the degree of contiguity of $\pi_{1}$ to $\pi_{2}$ via $\Psi$. The role of this quantity is similar to the $\lambda$ in $C^{\prime}(\lambda)$, i.e., labels of $p_{1}$ and $p_{2}$ play the role of "pieces" of relations. See Figure 5.19.


Figure 5.19. A rough sketch of a contiguity subdiagram
The contiguity subdiagrams of a diagram $\Delta$ are defined by induction. The 0 -contiguity subdiagrams are defined using 0 -cells as in Section 5.1.4.6. Suppose that $j$-contiguity subdiagrams for every $j<i$ are defined already. Consider a cell $\pi$ of rank $k$ and two contiguity subdiagrams: a $j_{1}$-contiguity subdiagram $\Gamma_{1}$ connecting $\pi$ with some cell $\Pi_{1}$ of rank $>k$ and a $j_{2}$-contiguity subdiagram $\Gamma_{2}$ connecting $\pi$ with a cell $\Pi_{2}$ of rank $>k$. Assume that $j_{1}, j_{2}<k, j_{1}, j_{2}<i$, and $\Gamma_{1}, \Gamma_{2}$ do not have common cells. Assume also that the degree of contiguity of $\pi$ via $\Gamma_{s}$ is at least $\beta, s=1,2$ where $\beta$ is one of the small but not extremely small parameters fixed in advance, that is the degrees of contiguity of $\pi$ to $\Pi_{1}$ and $\Pi_{2}$ are large enough. Then the smallest subdiagram of $\Delta$ containing $\pi, \Gamma_{1}, \Gamma_{2}$ is called a $k$-bond between $\Pi_{1}$ and $\Pi_{2}$ with the principal cell $\pi$, see Figure 5.20.


Figure 5.20. A bond
If there are two bonds, a $j$-bond $\mathcal{B}_{1}$ and a $k$-bond $\mathcal{B}_{2}$ without common cells, connecting a cell $\Pi_{1}$ with a cell $\Pi_{2}$, then the subdiagram bounded by
$\mathcal{B}_{1}, \mathcal{B}_{2}, \partial\left(\Pi_{1}\right), \partial\left(\Pi_{2}\right)$, containing the bonds and not containing $\Pi_{1}, \Pi_{2}$ is called a $\max (j, k)$-contiguity subdiagram connecting $\Pi_{1}$ and $\Pi_{2}$. Its sides are sides of the bonds, its contiguity arcs are the obvious subarcs of $\partial\left(\Pi_{1}\right), \partial\left(\Pi_{2}\right)$, see Figure 5.21 .


Figure 5.21. A contiguity subdiagram determined by two bonds
The next exercise provides a little more detailed structure of a contiguity subdiagram. It can be easily proved by induction. Let us define a band of bonds connecting a cell $\pi$ and a cell $\Pi$ as a sequence of bonds with principal cells $\pi_{1}, \pi_{2}, \ldots, \pi_{s}$ of ranks $r_{1}, \ldots, r_{s}$ and 0 -contiguity subdiagrams $\Gamma_{0}, \Gamma_{1}, \ldots, \Gamma_{s}, \Gamma_{0}$ connects $\pi_{1}$ with $\pi$, for $i=1, \ldots, s-1, \Gamma_{i}$ connects $\pi_{i}$ with $\pi_{i+1}, \Gamma_{s}$ connects $\pi_{s}$ with $\Pi$, and the ranks $r_{1}, r_{2}, \ldots$ of these cells $\pi_{1}, \ldots, \pi_{s}$ form a sequence satisfying the following properties (provided it is not empty which can happen if a bond defining the contiguity subdiagram is a 0 -bond):
(Z) The sequence $r_{1}, r_{2}, \ldots$, if not empty, contains exactly one maximal number $r$; exactly one maximal $r^{\prime}$ among the numbers to the left of $r \frac{6}{6}$, exactly one maximal $r^{\prime \prime}$ among the numbers to the right of $r$; exactly one maximal number to the left of $r^{\prime}$, exactly one maximal number between $r^{\prime}$ and $r$, etc.

Exercise 5.2.6. Every contiguity subdiagram has the form depicted on Figure 5.22 where $\mathcal{U}$ and $\mathcal{V}$ are bands of bonds.

Note that the indices of letters in a Zimin word obviously satisfy properties (Z). So Zimin words appear, in spirit, in the definition of a contiguity subdiagram.
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Figure 5.22. A contiguity subdiagram determined by two bands of bonds (the picture is not up to scale: in reality, the sides are much shorter than the contiguity arcs)
5.2.3.5. Boundary arcs: smooth, almost geodesic, compatible with a cell. The van Kampen and annular diagrams studied in [258] usually come with boundary subdivided into several (at most 4) arcs. For instance, the boundary of a contiguity subdiagram $\Psi$ is naturally subdivided into 4 arcs: the two sides and the two contiguity arcs. Hence, for the sake of induction, if we study contiguity subdiagrams in a diagram $\Delta$, we need to consider a subdivision of the boundary of $\Delta$ as well.

Note that the labels of the contiguity $\operatorname{arcs} q_{1}, q_{2}$ are periodic words with periods $C_{i}$ and $C_{k}$ (where $C_{i}$ is the period of rank $i, C_{k}$ is the period of rank $k$, so that the label of $\partial\left(\pi_{1}\right)$ is $C_{i}^{n}$, the label of $\partial\left(\pi_{2}\right)$ is $\left.C_{k}^{n}\right)$. Thus we can assign ranks $i, k$ to the paths $q_{1}$ and $q_{2}$. So we can assume that some boundary arcs of a diagram have ranks and periodic labels. Note that since the whole diagram from where the contiguity subdiagram $\Psi$ was taken, does not have $j$-pairs for any $j$, we can assume that there is no cell in $\Psi$ which is compatible with any boundary arc of rank $j$ where compatibility is defined naturally: a cell $\pi$ is compatible with a boundary arc $q$ if when we attach a cell $\pi$ of rank $j$ to the diagram $\Psi$ along the boundary arc $q$, we get a $j$-pair of cells $\pi^{\prime}$ and $\pi$, see Figure 5.23.

Thus a boundary arc $q$ of rank $j$ of a diagram $\Delta$ is called smooth if the label of $q$ is a periodic word with period $C$ which is not conjugate in $G_{j}$ to a power of a shorter word, and the diagram does not contain a cell that is compatible with $q$.

A boundary arc of rank $j$ is called almost geodesic, if it is not homotopic in the diagram $\Delta$ to a "substantially shorter" path. Here "substantially shorter"


Figure 5.23. A cell $\pi j$-compatible with a boundary arc $q$ of $\partial(\Psi)$
means "whose length is at most the length of the boundary arc times a fixed parameter < 1 that is close to 1 but not too close".
5.2.3.6. A good system of contiguity subdiagrams. Now consider all possible collections of pairwise disjoint contiguity subdiagrams between different cells in $\Delta$ and between cells and boundary arcs. By definition every non-zero edge belongs to a 0 -bond, hence a 0 -contiguity subdiagram. Thus there is a collection of contiguity subdiagrams such that every non- 0 -edge belongs to a contiguity subdiagram of that collection and different contiguity subdiagrams do not share a cell. Let us call such collections of contiguity subdiagrams ful 7 . Among all full collections of contiguity subdiagrams let us choose a collection with minimal possible number of contiguity subdiagrams. Let us call such collections good ${ }^{8}$. We fix one good collection $\Sigma(\Delta)$ of contiguity subdiagrams for each reduced diagram over $\mathcal{P B}$. We call a cell of $\Delta$ special if it is one of the non- 0 -cells of the two bands of bonds that define a contiguity subdiagram from $\Sigma(\Delta)$ (i.e., one of the non-0-cells from the contiguity subdiagram whose boundary share edges with the sides of a contiguity subdiagrams). A cell is called concealed if it is not special but is contained in one of the contiguity subdiagrams from $\Sigma(\Delta)$. All other non-0-cells of $\Delta$ are called ordinary.
5.2.3.7. The auxiliary weighted graphs and the existence of a cell that sticks out. One of the main goals is to prove an analog of Theorem 5.1.17 in the good system of contiguity subdiagrams $\Sigma$, there is one ordinary cell that is attached to one of the boundary arcs via a contiguity subdiagram from $\Sigma$ with high contiguity degree. This is proved in [258, Section 3], and we shall first talk about this section returning to the lemmas from [258, Section 2] later. We assume that every diagram we consider is normal. This means that the rank of a contiguity subdiagram is always less than the ranks of the cells or boundary arcs which this subdiagram connects. The fact that all reduced diagrams are

[^17]in fact normal is proved later, in [258, Section 4] (but remember that we are dealing with a crown of lemmas!).

To show the existence of a cell that sticks out, we prove that the total length of contiguity arcs of contiguity subdiagrams between a cell and a boundary arc is large (these contiguity arcs will be called external. That would imply there exists a cell $\pi$ for which the total length of the external contiguity arcs in $\partial(\pi)$ is large as well. Since the number of boundary arcs of the diagram is at most 4 by assumption, $\pi$ is the cell we need.

One of the neat features of $\mathbf{2 5 8}$ is that instead of lengths of paths we consider their weights. Thus with every cell and every edge of a van Kampen diagram we associate its weight. The idea is that (a) the weight of a non-0-cell is the sum of weights of its boundary edges, (b) the weight of a non-concealed cell of a higher rank is bigger than the weight of a cell of a smaller rank, and (c) the weight of an edge on the boundary of a cell of a higher rank is smaller than the weight of an edge on the boundary of a cell of a smaller rank. The easiest way to achieve that is to assign to every non-concealed non-0-cell $\pi$ the weight $|\partial(\pi)|^{\frac{2}{3}}$ and to every edge of the boundary $\partial(\pi)$ the weight $|\partial(\pi)|^{-\frac{1}{3}}$. We also assign weight 0 to every concealed cell and its boundary edges. There is no ambiguity in assigning weights to edges because no two non-0-cells share an edge by our assumption - they only share edges with 0 -cells.

If one cell is attached to another cell or to a boundary arc via a contiguity subdiagram from $\Sigma$ and the contiguity degree is $\geq \beta$, then we shall say that the cell is attached essentially. The minimality of $\Sigma$ implies that there is no ordinary cell $\pi$ which is attached essentially to two cells $\Pi_{1}, \Pi_{2}$. Otherwise we can view the cell and the two contiguity subdiagrams as a bond between $\Pi_{1}$ and $\Pi_{2}$ (making the ordinary cell special) thus decreasing the number of contiguity subdiagrams (recall that our good system $\Sigma$ had minimal possible number of contiguity subdiagrams).

First estimate the total weight of all special cells in contiguity subdiagrams of $\Sigma$ as very small. For this we use three lemmas about a contiguity subdiagram $\Psi$ connecting cells $\pi$ and $\Pi$ proved in [258, Section 2] (similar lemmas hold for contiguity subdiagrams connecting a cell with a boundary arc). The first lemma says that the sides of $\Psi$ are very small compared to the perimeters of the cells. The second lemma says that if a cell $\pi$ is attached essentially to a cell $\Pi$, then the rank of $\pi$ is much smaller than the rank of $\Pi$, and the label of the contiguity arc from $\partial(\Pi)$ contains at most one and a little bit (say, less than $\frac{17}{15}$ ) of the period of that cell (recall that all cells have boundary labels $C_{i}^{n}$ for some periods $C_{i}$ ). The third lemma says that the contiguity degree of $\pi$ to $\Pi$ cannot exceed a certain parameter $\alpha$ which is only a little bigger than $\frac{1}{2}$.

A few words about the proofs of these lemmas. Since $\Psi$ has smaller type than the whole diagram $\Delta$, we can assume that all the other lemmas from the crown of lemmas are true for $\Psi$. The principal cell $\pi^{\prime}$ of each of the two bonds on the sides of $\Psi$ must have ranks less than the minimum of ranks of $\pi$ and $\Pi$ by definition. It is attached to $\pi$ and $\Pi$ by two contiguity subdiagrams $\Psi_{1}$, $\Psi_{2}$ of even smaller ranks. Since $\Psi_{1}$ and $\Psi_{2}$ have smaller type than $\Psi$, we can
assume that the sides of these contiguity subdiagrams are very small and the contiguity arc of $\Psi_{i}$ in $\partial(\pi)$ and $\partial(\Pi)$ contains at most one and a little bit of a period of that cell. On the other hand, the contiguity arcs of these contiguity subdiagrams that are contained in $\partial\left(\pi^{\prime}\right)$ contain at least $\beta\left|\partial\left(\pi^{\prime}\right)\right|$ edges. Since all contiguity arcs in this case are almost geodesic (it is one of the lemmas in the crown of lemmas), and the sides of $\Psi_{i}$ are small, we can deduce that the length of the period of the cell $\pi^{\prime}$ is much smaller than the lengths of periods of $\pi$ and $\Pi$. Hence the perimeter of $\pi^{\prime}$ is much smaller than the perimeters of $\pi$ and $\Pi$. This of course implies that the part of $\partial\left(\pi^{\prime}\right)$ which is contained in the side of $\Psi$ is very small. The whole side of $\Psi_{1}$ is then the union of three very short paths, hence very small.

The second lemma is a direct consequence of the analog of Fine-Wilf theorem proved later (see Section 5.2.3.12) which states that there are no "rectangular" diagrams with very short sides, and smooth long sides where one long side has more than $1+\epsilon$ of a period, and the other long side has more than $\beta n$ periods (here $\epsilon$ is a small number, say, $\frac{1}{120}$ ).

The proof of the third lemma goes as follows. Suppose that the contiguity degree of $\pi$ to $\Pi$ via a contiguity subdiagram $\Psi$ is large, say, $>\frac{8}{15}$. Let $u$ be the label of the contiguity arc in $\partial(\pi)$. Then $u$ is equal in rank $j$ (where $j$ is smaller than the rank of $\Pi$ ) to the label $u^{\prime}$ of the complementary arc $p^{\prime}=\partial(\pi) \backslash p$ which has length at most $\frac{7}{15}|\partial(\pi)| \leq \frac{7}{8}|u|$. As we have seen the contiguity arc $\partial(\Psi) \cap \partial(\Pi)$ cannot contain much more than $1+\epsilon$ periods. Let $C$ be that period and the label of the contiguity arc be $C C^{\prime}$ where $\left|C^{\prime}\right|<\epsilon|C|$. Then $C C^{\prime}$ is equal to $u$ multiplied by two short words on the left and on the right. Since $u$ is equal to $u^{\prime}$ in rank $j$, we conclude that $C C^{\prime}$ is equal to $u^{\prime}$ multiplied by two short words in rank $j$ which contradicts almost geodesicity of the contiguity arc.

Now let us finish the estimate of the total sum of weights of special cells in a band of bonds $\mathcal{B}$ of a contiguity subdiagram $\Psi$. We know that $\mathcal{B}$ has property (Z), the Zimin type structure. The cell $\pi_{1}$ of maximal rank from the band of bonds has (as we have established above) weight that is much smaller than the weights of both $\pi$ and $\Pi$. The two cells $\pi_{2}, \pi_{3}$ of the next to the maximal ranks of $\mathcal{B}$ have weights which are much smaller (same scaling constant!) than the perimeters of $\pi_{1}$ and $\pi$ (resp. $\pi_{1}$ and $\Pi$ ). Continue in this manner we see that the weights of the non-0-cells of $\mathcal{B}$ form a geometric progression, and its sum is small compared to the weights of $\pi$ and $\Pi$. Therefore the total weights of the cells of $\mathcal{B}$ is at most $\delta$ times the sum of weights of $\pi$ and $\Pi$. In order to estimate the total weight of all special cells we use an auxiliary graph $\Gamma_{s}(\Delta)$ as in Section 5.1.4.6 put a vertex in each cell that is connected to another cell via a contiguity subdiagram from $\Sigma$, connect these cells by edges - one per each contiguity subdiagram. We assign weights to vertices and edges: the weight of a vertex is the weight of the corresponding cell, the weight of an edge is the weight of all special cells in the corresponding contiguity subdiagram.

Since the graphs have weights, we need a more "fancy" version of the old Theorem [5.1.15. That is [258, Lemma 1.4].

Lemma 5.2.7 (A weaker form of Lemma 1.4 from [258]). Consider a planar graph $\Phi$ without parallel edges and loops where every vertex $v \in \Phi$ and every edge $e$ are equipped with finite weights $\nu(v), \nu(e)$, so that $\nu(e) \leq a \min \left\{\nu\left(e_{-}\right), \nu\left(e_{+}\right)\right\}$ for every edge e of $\Phi$ for some number $a$. Then $N_{2} \leq 7 a N_{1}$ where $N_{1}, N_{2}$ are the sums of weights of vertices and edges of $\Phi$ respectively.

Remark 5.2.8. In fact since the boundaries of the diagrams that we are considering are subdivided into several arcs, we also need to add to $\Phi$ several "external" vertices corresponding to the boundary arcs. The weights of these vertices are set to $\infty$ (and are not included into $N_{1}$ ). We also should have at most one edge connecting every "internal" vertex with one of the "external vertices", preserving planarity. The formulation and the proof of Lemma 5.2.7 stay almost the same.

Lemma 5.2.7 can be proved in the same way as Theorem 5.1.15
Exercise 5.2.9. Prove Lemma 5.2.7.
Lemma 5.2.7 applied to $\Gamma_{s}(\Delta)$ immediately gives estimate of the total weight (denote it by $A$ ) of all special cells as very small.

Now we need to deal with ordinary cells. Every contiguity arc of an ordinary cell $\pi$ is either internal (if the corresponding contiguity subdiagram is between $\pi$ and another cell) or external (if the corresponding contiguity subdiagram is between $\pi$ and a boundary arc). Our goal is to show that the total weight (denote it by $E$ ) of the external arcs is large, or, equivalently, that the total weight of the internal arcs (denote it by $I$ ) is small.

First we estimate the total weight of contiguity arcs of contiguity subdiagrams from $\Sigma$ of contiguity degree at most $\beta$. Consider the auxiliary graph $\Gamma_{\beta}(\Delta)$ where the vertices are inside cells connected by the contiguity subdiagrams from $\Sigma$ and one vertex per each boundary arc, the edges are, again, one per a contiguity arc of contiguity degree at most $\beta$. The weight of a vertex is the weight of the corresponding cell, the weight of an edge is the sum of weights of the two contiguity arcs of the corresponding contiguity subdiagram. Then Lemma 5.2.7 gives that the sum of weights (denote it by $B$ ) of contiguity arcs with contiguity degree at most $\beta$ is very small.

It remains to estimate the total weight (denote it $C$ ) of the internal contiguity arcs with contiguity degree $>\beta$. Let $\Psi$ be one of the corresponding contiguity subdiagrams from $\Sigma$ between a cell $\pi$ and a cell $\Pi$ and $p, q$ are the two contiguity $\operatorname{arcs}$ of $\Psi$ with $p \subseteq \partial(\pi)$ and contiguity degree at least $\beta$. Then, as we know, the label of $q$ contains at most one plus a little bit of a period of the cell $\Pi$, and the length of $q$ is at most the length of $p$ plus a little bit. Hence the rank of $\Pi$ is much bigger than the rank of $\pi$. But here we use the nice feature of the weights: the weights of edges of a cell of higher rank are much smaller than the weights of edges of a cell of smaller rank. Therefore the weight of $q$ is much smaller than the weight of $p$ and we can simply ignore $q$. We also know that the contiguity degree of $p$ is at most $\frac{1}{2}$ plus a little bit. It is important to note that $\pi$ cannot be attached to any other cell or a boundary arc with contiguity degree $>\beta$. Indeed, that contiguity subdiagram and $\Psi$ together with $\pi$ would then form
a bond and it would contradict the minimality of our good system of contiguity subdiagrams $\Sigma$. In particular, the external arcs of $\pi$ are very short (recall that there are at most 4 external $\operatorname{arcs}$ of $\Delta$ ). Therefore the weight of $p$ is at most $\frac{1}{2}$ plus a little bit of the sum of weights of all internal contiguity arcs from $\partial(\pi)$. Since every ordinary cell has at most one such arc $p$ we obtain that $C$ is at most $\frac{1}{2}$ plus a little bit (say, $\frac{8}{15}$ ) of the total weight of all internal contiguity arcs of ordinary cells.

Thus $I \leq A+B+C$ where $C \leq \frac{8}{15} I$ and $A, B$ are very small. But this inequality implies (move $C$ to the left!) that $I$ is also very small, hence $E$ is large, say, 1 minus a little bit (call this number $\theta$ ) of the total weight of ordinary cells in $\Delta$. Hence, in average, external arcs of ordinary cells are large. In particular, there exists one ordinary cell and contiguity subdiagrams from $\Sigma$ attaching $\pi$ to the boundary arcs with total contiguity degree at least $\theta$. That is the sticking out cell we were looking for. We call this cell a $\theta$-cell of $\Delta$.
5.2.3.8. Why are all reduced diagrams normal? In [258, Section 4], it is proved that every reduced diagram $\Delta$ is normal. For this consider any contiguity subdiagram $\Psi$ of a cell $\pi$ to a cell $\Pi$ (the case when $\Psi$ connects $\pi$ and a boundary arc is similar). As usual, we subdivide $\partial(\Psi)$ into four boundary arcs $p_{1} q_{1} p_{2}^{-1} q_{2}^{-1}$ where $q_{1}, q_{2}$ are contiguity arcs, $q_{1} \subseteq \partial(\Pi), p_{1}, p_{2}$ are the sides. We need to show that the rank of $\Psi$ is small. By induction on the type of $\Delta$, we can assume that $\Psi$ already is normal. Hence the two bonds $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$ that define the contiguity subdiagram $\Psi$ have small rank contiguity subdiagrams. So we need to estimate the rank of the subdiagram $\Psi^{\prime}$ of $\Psi$ between $\mathcal{B}_{1}$ and $\mathcal{B}_{2}$.

The subdiagram $\Psi^{\prime}$ between the two bonds $\mathcal{B}_{1}, \mathcal{B}_{2}$ satisfies the following properties:

- $\Psi^{\prime}$ is normal, its boundary is subdivided into four arcs: long $\operatorname{arcs} q_{1}^{\prime} \subseteq q$, $q_{2}^{\prime} \subseteq q_{2}$, and short arcs $p_{1}^{\prime}, p_{2}^{\prime}$.
- $\operatorname{arcs} q_{1}^{\prime}$ and $q_{2}^{\prime}$ are almost geodesic.
- $\left|p_{1}\right|+\left|p_{2}\right| \leq \mu\left(\left|q_{1}\right|+\left|q_{2}\right|\right)$ for some small parameter $\mu$.

The idea is to cut $\Psi^{\prime}$ into small pieces by short bonds where the main cells (if these are not 0 -bonds) are $\theta$-cells (see Figure 5.24). In fact it is enough to find either a 0 -bond between $q_{1}^{\prime}$ and $q_{2}^{\prime}$, or a $\theta$-cell in $\Psi^{\prime}$ which is essentially attached to both $q_{1}^{\prime}$ and $q_{2}^{\prime}$, forming a bond between $q_{1}^{\prime}$ and $q_{2}^{\prime}$. Indeed, then the bond divides $\Psi^{\prime}$ into two similar subdiagrams and we can proceed by induction on the type.

The proof in [258] of existence of the bond is by induction on the type of the diagram. We consider all subdiagrams $\Psi^{\prime \prime}$ of $\Psi^{\prime}$ with boundary consisting of two long arcs: $q_{1}^{\prime \prime} \subseteq q_{1}, q_{2}^{\prime \prime} \subseteq q_{2}$, and two short sides $p_{1}^{\prime \prime}, p_{2}^{\prime \prime}$. We can assume that the quotient of the sum $P$ of lengths of shorter sides by the sum $Q$ of lengths of the longer sides is the smallest possible among all these subdiagrams. In particular, $p_{1}^{\prime}$ and $p_{2}^{\prime}$ must be the shortest paths in $\Psi^{\prime}$ connecting their endpoints (i.e., these are geodesics in $\Psi^{\prime}$ ).

Since $\Psi^{\prime}$ is normal, it contains a $\theta$-cell $\pi$. If $\pi$ is attached via contiguity subdiagrams of degrees $\geq \beta$ to the long sides of $\Psi^{\prime}$, then we found a bond
between $q_{1}^{\prime}$ and $q_{2}^{\prime}$. If not, the cell $\pi$ must be essentially attached to either $p_{1}^{\prime}$ or $p_{2}^{\prime}$ (in particular $\mu>0$ ), hence $\partial(\pi)$ is very short (since $p_{i}$ are geodesic).

Therefore $\pi$ cannot be attached by contiguity subdiagrams to both $p_{1}^{\prime}$ and $p_{2}^{\prime}$ (the distance between $p_{1}^{\prime}$ and $p_{2}^{\prime}$ is too large). So $\pi$ must be essentially attached to, say, $p_{1}^{\prime}$, and either only to $q_{1}^{\prime}$ or to both $q_{1}^{\prime}$ and $q_{2}^{\prime}$. In both cases we cut off the subdiagram $\Psi^{\prime \prime}$ bounded by $\pi$, its contiguity subdiagrams and $p_{1}$. Since the contiguity degrees of $\pi$ to $q_{1}, q_{2}$ cannot be both $\geq \beta$, and since $p_{1}^{\prime}$ is geodesic and $q_{1}^{\prime}, q_{2}^{\prime}$ are almost geodesic, we conclude that the contiguity degree of $\pi$ to $p_{1}$ and to one of the paths $q_{1}^{\prime}, q_{2}^{\prime}$ must be almost $\frac{1}{2}$. Therefore when we cut off $\Psi^{\prime \prime}$, we get a new diagram where the sum $P^{\prime}$ of shorter sides can be estimated as about $P-a$ for some $a$, and the sum of the longer sides can be estimated as $Q-a$ for the same $a$. Since $(P-a) \leq \mu(Q-a)$, and the new subdiagram has smaller type, we can proceed by induction on type.

Thus we can cut $\Psi$ into small subdiagrams as in Figure 5.24.


Figure 5.24. A contiguity subdiagram subdivided by bonds into small subdiagrams

It remains to note that diagrams of small perimeter over $\mathcal{P B}$ must have very small ranks (that is proved later, see Section 5.2.3.10 and is used here because the types of the small subdiagrams of $\Psi$ are smaller than the type of $\Delta$ ).
5.2.3.9. Why are smooth arcs almost geodesic? Let us prove that smooth boundary arcs are almost geodesic ([258, Lemma 4.2]). Suppose that we have a diagram $\Delta$ over $\mathcal{P B}$ with boundary subdivided into two arcs $\partial(\Delta)=q t$ where $q$ is smooth of rank $i$ and $t$ is geodesic. We need to prove that $q$ is almost geodesic, say, $.9|q| \leq|t|$.

Choose a $\theta$-cell $\pi$ in $\Delta$ that is attached to $t$ and $q$ via contiguity subdiagrams $\Psi_{1}, \Psi_{2}$ with total contiguity degree at least $\theta$. By [258, Lemma 2.3] (the third lemma from [258, Section 2] discussed in Section [5.2.3.7), the contiguity degree of $\pi$ to $q$ can only be slightly bigger than $\frac{1}{2}$. The same is true for the contiguity degree of $\pi$ to $t$ (an even easier proof since $t$ is geodesic). Hence both contiguity degrees can be only slightly less than $\frac{1}{2}$. Then $\pi$ together with $\Psi_{1}$ and $\Psi_{2}$ forms a bond $\mathcal{B}$ between $q$ and $t$, the diagram $\Delta$ is divided by that bond into three smaller subdiagrams $\Delta_{1}, \Delta_{2}, \Delta_{3}$ as on Figure 5.25.

As before we estimate the sides $p_{1}, p_{2}$ of the bond $\mathcal{B}$ as very small compared to $|\partial(\pi)|$. It is important to note that the lengths of $p_{1}$ and $p_{2}$ are small also compared to $\left|q_{2}\right|$. This follows from the fact that almost all edges of $\partial(\pi)$ belong to the contiguity arcs of $\pi$ from the bond $\mathcal{B}$, only about half of that belongs to the lower contiguity arc (a cell cannot be attached to a geodesic via a contiguity subdiagram with contiguity degree much bigger than $1 / 2$ ), so a large potion of $\partial(\pi)$ belongs to the upper contiguity arc, which by almost geodesicity (we are


Figure 5.25. The diagram $\Delta$ is split into three subdiagrams by a bond
applying it here to a subdiagram of smaller type!) is of almost the same size as $q_{2}$. Thus analyzing subdiagrams $\Delta_{1}$ and $\Delta_{3}$ on Figure 5.25 we get inequalities of the form $.9\left|q_{1}\right|-\mu\left|q_{2}\right|<\left|t_{1}\right|$ and $.9\left|q_{3}\right|-\mu\left|q_{2}\right|<\left|t_{3}\right|$ for some small number $\mu$. One can notice that when we compare $\left|q_{1}\right|+\left|q_{3}\right|$ with $\left|t_{1}\right|+\left|t_{3}\right|$, we loose $2 \mu\left|q_{2}\right|$ (the multiplicative parameter . 9 is what we want). Comparing $\left|q_{2}\right|$ with $\left|t_{2}\right|$ helps us recover the loss. Indeed, since the arc $q$ is smooth, and the degree of contiguity of $\pi$ to $q$ is bigger than $\beta$, the label of $q_{2}$ contains almost one period $C$ by Lemma [258, Lemma 2.3] (discussed in Section 5.2.3.7), more precisely, it contains at most $1+\epsilon$ periods where $\epsilon$ is very small. Note also that $C$, by the definition of periods, is geodesic (without "almost"). Therefore the distance between endpoints of $q_{2}$ in $\Delta$ is not just $\geq .9\left|q_{2}\right|$ (as would follow from almost geodesicity) but $\geq(1-2 \epsilon)\left|q_{2}\right|$. Thus, comparing $q_{2}$ with $t_{2}$ we get $(1-2 \epsilon)\left|q_{2}\right|-$ $2 \mu\left|q_{2}\right|<\left|t_{2}\right|$. Adding up the estimates for the three parts of $q$, we get

$$
.9\left|q_{1}\right|+.9\left|q_{3}\right|+(1-2 \epsilon)\left|q_{2}\right|-4 \mu\left|q_{2}\right|<|t| .
$$

Thus

$$
.9\left|q_{1}\right|+.9\left|q_{2}\right|+(1-2 \epsilon-4 \mu)\left|q_{2}\right|<|t| .
$$

It remains to notice that $1-2 \epsilon-4 \mu>.9$.
Note that an almost the same proof gives that a smooth boundary component of an annular diagram cannot be much longer than the other boundary component (an "annular" version of almost geodesicity).

Similar argument of cutting a diagram by bonds whose principal cells are $\theta$ cells into several smaller subdiagrams is used to prove also several other lemmas in [258, Section 4], in particular the following important statement:

Lemma 5.2.10 (Lemma 4.5 in [258]). If $A$ and $C$ are simple words in $G_{i}$, i.e., not conjugated in $G_{i-1}$ to powers of shorter words, and $A$ is conjugated to a power of $C$ in $G_{i}, A=X^{-1} C^{l} X$, then $l= \pm 1$.
5.2.3.10. Why do diagrams with small perimeters have small ranks? Let $\Delta$ be a reduced diagram with boundary $q$. Let $\pi$ be a cell from $\Delta$ and $\Delta^{\prime}$ be the annular diagram obtained by removing $\pi$ from $\Delta$. The boundary of $\pi$ is smooth because $\Delta$ is a reduced diagram. Hence by the annular version of almost
geodesicity (Lemma 5.2.11 below), the length of $\partial(\pi)$ cannot be much bigger than $|q|$. Thus the rank of $\pi$ cannot be large also.
5.2.3.11. Short cuts in annular diagrams. The following lemma is proved in [258, Section 5].

Lemma 5.2.11. Let $\Delta$ be a reduced annular diagram over $\mathcal{P B}$ with boundary components $p, q$. Then there are vertices $o_{1}$ in $p$ and $o_{2}$ in $q$, and a path $s$ connecting $o_{1}, o_{2}$ such that $|s|$ is much smaller than $|p|+|q|\left(\right.$ say, $\left.|s|<\frac{1}{100}(|p|+|q|)\right)$.

This lemma is similar to Theorem [5.1.26, and the proof is very similar too: one just needs to use a $\theta$-cell instead of a Greendlinger cell of $\Delta$.
5.2.3.12. A generalization of the Fine-Wilf theorem. Now we come to the last and the most technical part of the proof, [258, Section 6], where we consider diagrams with periodic boundary arcs (contiguity subdiagrams).

An easy consequence of the Fine-Wilf Theorem [1.2.16 is that if $U$ and $V$ are periodic words with periods $A$ and $C$ respectively, where $A$ and $C$ are not proper powers, $U \equiv V$, and $|U| \geq|A|+|C|$, then $A$ and $C$ coincide up to a cyclic shift. [258, Section 6] contains several generalizations of this statement for groups $G_{i}$. All these statements easily follow from Theorem 1.2.16 when $i=0$, i.e., when we consider periodic words in the free group. In the case $i>0$, we need to consider long and narrow diagrams with periodic long paths (e.g., contiguity subdiagrams). In Sections 5.2.3.8/5.2.3.11 we used several properties of contiguity subdiagrams. These properties follow from the next lemma.

Lemma 5.2.12. Suppose that $\Delta$ is a reduced diagram with $\partial(\Delta)=p_{1} q_{1} p_{2}^{-1} q_{2}^{-1}$ where $p_{1}$ and $p_{2}$ are very short compared to $q_{1}, q_{2}$ (just how short $p_{i}$ should be will be clear from the proof) and the labels $u_{1}, u_{2}$ of $q_{1}$ and $q_{2}$ are periodic words with periods $A$ and $C$ which are simple in $G_{i},|A| \geq|C|$, and $u_{1}$ contains at least $1+\epsilon$ periods while $u_{2}$ contains very large number of periods. Then $A$ is a conjugate of $C^{ \pm 1}$ in $G_{i}$.

In order to prove this lemma, several similar lemmas are proved by induction on $|A|+|C|$. In each case the labels of the long paths are periodic either with different or the same periods. Thus these lemmas are of the "AC form" (when periods on the two long sides of the diagram are different) or of the "AA form" (when periods are the same). The simultaneous induction is on the sum $L$ of the two periods (thus these lemmas form a sub-crown of lemmas). The reason we need several of these lemmas is that we should be sure that when we use an AA-lemma (resp. AC-lemma) to prove an AC-lemma (resp. AA-lemma), the number of periods on the long side of the diagram is large enough. The "large enough" in Lemma 5.2.12 is about $10^{4}$ while in Lemmas 5.2.13, 5.2.14 below it is about 500. Here are a typical AA-lemma and an AC-lemma. We first give a sketch of proofs of these lemmas and then say (Remark 5.2.15) how the formulations should be adjusted to make the sketch work.

Lemma 5.2.13 (AA). Suppose that $\Delta$ is a diagram of rank $i$ with $\partial(\Delta)=$ $p_{1} q_{1} p_{2}^{-1} q_{2}^{-1}$ where $p_{1}$ and $p_{2}$ are very short and the labels $u_{1}, u_{2}$ of $q_{1}$ and $q_{2}$ are periodic words with period $A$ which is simple in $G_{i}$, and $u_{1}$ contains large enough number of periods. Then the boundary arcs $q_{1}$ and $q_{2}$ are compatible.

Lemma 5.2.14 (AC). Suppose that $\Delta$ is a diagram of rank $i$ with $\partial(\Delta)=$ $p_{1} q_{1} p_{2}^{-1} q_{2}^{-1}$ where $p_{1}$ and $p_{2}$ are very short, the label $u_{1}$ of $q_{1}$ is a periodic word with period $A$, the label $u_{2}$ of $q_{2}$ is a periodic word with period $C, A, C$ are simple in $G_{i}$, and $u_{1}, u_{2}$ contain large enough number of periods but the number of periods in $u_{1}$ is significantly larger than the number of periods in $u_{2}$ (and so $C$ is shorter than $A)$. Then the boundary arcs $q_{1}$ and $q_{2}$ are compatible.

Proof. AA $\rightarrow$ AC. Suppose the conditions of Lemma 5.2.14 hold. We can assume that the label of $q_{1}$ starts with $A$, the label of $q_{2}$ starts with $C$. Then the label of $q_{1}$ is equal to $A A^{\prime}$ and to $A^{\prime} \bar{A}$ where the $A^{\prime}$ contains large enough number of periods $A, \bar{A}$ is a cyclic shift of $A$. Hence we can find two points $o_{1}, o_{2}$ on $q_{1}, o_{1}$ is the head of the subpath labeled by $A, o_{2}$ is the tail of the subpath labeled by $\bar{A}$. Cutting $\Delta$ into small subdiagrams as on Figure 5.24, we can find vertices $o^{\prime}$ and $o^{\prime \prime}$ on $q_{2}$ which are "projections" of $o_{1}, o_{2}$ onto $q_{2}$ i.e., the distances from $o_{1}$ to $o^{\prime}$ and from $o_{2}$ to $o^{\prime \prime}$ are very small. Since $C$ is also small compared to $A$, we can further assume that the label of the subpath of the path $q_{2}$ between $o^{\prime \prime}$ and $o^{\prime}$ is a power of $C$ (by moving if necessary $o^{\prime \prime}$ and $o^{\prime}$ a little bit). Let $r_{1}$ and $r_{2}$ be the shortest paths in $\Delta$ connecting $o_{1}$ with $o^{\prime}$ and $o_{2}$ with $o^{\prime \prime}$ respectively. These two paths divide $\Delta$ into three subdiagrams: $\Delta_{1}, \Delta_{2}, \Delta_{3}$ (see Figure 5.26).


Figure 5.26. A diagram with periodic boundary arcs
Since $u_{2}$ (the label of $q_{2}$ ) contains very large number of periods, the labels of the bottom parts of the boundaries of $\Delta_{1}$ and $\Delta_{3}$ contain many periods.

Let $R_{1}, R_{2}$ be the labels of $r_{1}, r_{2}$ and $P_{1}, P_{2}$ be the labels of $p_{1}, p_{2}$.
Now let us flip the union of $\Delta_{2}$ and $\Delta_{3}$ and attach its top arc to the top arc of the union of $\Delta_{1}$ and $\Delta_{2}$ (the labels of these arcs are equal to $A^{\prime}$ ). We get diagram $\bar{\Delta}$ as on Figure 5.27,

The diagram $\bar{\Delta}$ satisfies all the conditions of Lemma 5.2 .13 except the sides of it, while very small, are not small enough. But by cutting off small pieces of $\bar{\Delta}$ from the left and from the right (using $\theta$-cells again), we deduce that a very large subdiagram $\hat{\Delta}$ of $\bar{\Delta}$ satisfies all conditions of Lemma 5.2.13, and, moreover, $|C|+|C|<|A|+|C|$, so we can apply Lemma 5.2 .13 and deduce that the top and the bottom arcs of $\bar{\Delta}$ are $i$-compatible, i.e., there exists a path $z$ connecting the top and the bottom arcs whose label is 1 in $G_{i}$, and $z_{-}, z_{+}$divide the arcs into subarcs containing integral number of periods, see Figure 5.28 .

This implies that $R_{1}^{-1} P_{1}$ is equal to a power of $C$ in $G_{i}$ (on Figure 5.28 it is $C^{k-k^{\prime}}$ ). Now consider the subdiagram $\Delta_{1}$ on Figure 5.26. The top arc of that diagram is labeled by $A$, and the union of the other three arcs is labeled


Figure 5.27. The diagram $\bar{\Delta}$ obtained by gluing the inverse of $\Delta_{2}+\Delta_{3}$ on top of $\Delta_{1}+\Delta_{2}$


Figure 5.28. The top and the bottom $\operatorname{arcs}$ of $\bar{\Delta}$ are compatible
by $R_{1}^{-1} C^{s} P_{2}$ (for some $s$ ) which is equal to a conjugate of a power of $C$ in $G_{i}$ (why?). But this contradicts the assumption that $A$ is not conjugate to a power of a smaller word in $G_{i}$. This completes the proof of Lemma 5.2.14.

Let us prove Lemma 5.2.13, Let $\Delta$ be a diagram satisfying the conditions of that lemma. By increasing $p_{1}$ by at most half of the length of $A$, and replacing $A$ by its cyclic shift, we can assume that $u_{1}$ and $u_{2}$ start with $A$ (note that assuming this we no longer claim that $p_{1}$ is very short, just that it does not exceed $\frac{1}{2}|A|$ plus a little bit). We will show that the label $P_{1}$ of $p_{1}$ is equal to 1 in $G_{i}$. Suppose that it is not equal to 1 .

One of the words $u_{1}$ or $u_{2}$ is a prefix of the other word. Without loss of generality assume that $u_{1}=u_{2} v$. Note also that $v$ is short because of almost geodesicity of periodic paths (Section 5.2.3.9). Then we can identify the two subpaths of the longer arcs of $\partial(\Delta)$ labeled by $u_{2}$ and obtain an annular diagram $\bar{\Delta}$ with inner boundary labeled by $P_{1}$ and the other boundary labeled by $v$ times a very short word (see Figure 5.29).


Figure 5.29. Turning diagrams with periodic arcs into annular diagrams
By Section 5.2.3.11 there exists a very short path $r$ connecting the boundary components of $\bar{\Delta}$. Let $R$ be its label. There also exists a path $r_{1}$, also connecting the boundary components, whose label is $u_{2}$. By Lemma 5.1.28 then $u_{2}$ is equal
in $G_{i}$ to $R$ times a power of $P_{1}$, multiplied by two short words on the left and on the right (why should we multiply by the two short words?). The word $P_{1}$ may not be simple in $G_{i}$, in which case it is conjugate (by a short word) to a power of a simple word $P$ that is even shorter than $P_{1}$. Since $|P|+|A|<|A|+|A|$, we can then apply Lemma 5.2.14 and get a contradiction.

Remark 5.2.15. The difficulty in the above proofs of Lemmas 5.2.13|5.2.14 is the following. When we turn an AA-diagram into an AC-diagram (and conversely), we need to cut off some pieces of the new diagram from the left and from the right in order to make the sides of the diagram short enough. As a result, the number of periods on the periodic arcs of the diagram can decrease and eventually (we are proving the lemmas by induction!), the numbers of periods won't be big enough any longer. The solution (used in [258, [260]) is the following. While in the AA-lemma we still require only that the periodic sides contain a big enough, say $>k$ (that number is about 500), number of periods, in the AC-lemma, we assume that the arc with period $C$ contains, say $>1.2 k$ periods while the arc with period $A$ has only $>.8 k$ periods. Then when we convert the AA-diagram into AC-diagram and cut a number of periods $A$ in the process, we still have at least $>.8 k$ periods $A$ on the $A$-side of the new diagram. On the other hand, since the length of the word $C$, by construction, is at most $2 / 3$ of the length of $A$, and the periodic paths are almost geodesic, the number of periods $C$ must be $>1.2 k$, so the AC-lemma applies. Similar argument works when we convert an AC-diagram into an AA-diagram. The numbers 1.2, .8, 2/3 are carefully chosen in such a way, that the lemmas in the crown fit together well.
5.2.3.13. The conclusion of the road map. This completes our road map of the proof of the crown of lemmas from [258]. Let us deduce Theorem 5.2.4, First, why all cube-free words $w$ are not equal to 1 in the group given by the presentation $\mathcal{P B}$ ? Suppose that $w=1$ in $G_{i}$. Consider a reduced van Kampen diagram $\Delta$ with boundary label $w$. Then this diagram has a $\theta$-cell $\pi$ corresponding and a contiguity subdiagram $\Psi$ connecting $\pi$ with $\partial(\Delta)$ with contiguity degree at least $\theta$. If $\Psi$ has rank 0 , then $\partial(\Delta)$ contains a subword which is equal (in the free group!) to a subword of at least $\theta$ of the length of $C_{j}^{n}$. Since $\theta \gg 1 / n$, that subword contains $C_{j}^{6}$, a contradiction. So the rank of $\Psi$ is $>1$. Suppose that at least one of the two bands of bonds, say, $\mathcal{B}$, defining $\Psi$ contains non-zero cells. Take the non-zero cell $\pi^{\prime}$ of $\mathcal{B}$ that is the closest to $\partial(\Delta)$. Suppose that it corresponds to a relation $C_{k}^{n}=1$. By the definition of a bond, $\pi^{\prime}$ is attached to $\partial(\Delta)$ via a 0 -contiguity subdiagram with contiguity degree at least $\beta$. Since $\beta \gg 1 / n$, we get that $w$ contains $C_{k}^{6}$ as a subword, a contradiction. Therefore both bonds defining the contiguity subdiagram are 0 -bonds. Therefore the nonzero edges of $\partial(\Psi)$ belong to $\partial(\pi) \cup \partial(\Psi)$. Consider a $\theta$-cell $\pi_{1}$ in $\Psi$. It's degree of contiguity to $\partial(\pi)$ cannot be much bigger than $1 / 2$. Hence it is attached to $\partial(\Delta)$ by a contiguity subdiagram $\Psi_{1}$ with contiguity degree $>\theta^{\prime}>\theta-\beta>\frac{1}{2}$. Note that $\Psi_{1} \subset \Psi$. Continuing in this manner, we will find a cell $\pi_{k}$ that is attached to $\partial(\Delta)$ via a contiguity subdiagram $\Psi_{k}$ which does not contain non-zero cells at all, and the contiguity degree is at least $\theta^{\prime}$. Since $\beta \gg \frac{1}{n}$, we conclude that the
label of $\partial(\Delta)$ contains a big portion of the label of $\partial\left(\pi_{k}\right)$ and cannot be cube free.
5.2.3.14. Why is the group defined by $\mathcal{P B}$ of exponent $n$ ? In other words, why the exponent of every element of $G$ divides $n$ ? It is in fact possible to prove more: every word in the generators of $G$ is conjugate to a power of a period $C_{i}$ (this gives what we need since the order of $C_{j}$ divides $n$ by definition of $G$ ). Indeed, let $C$ be a word in the generators of $G$. Then $C^{k}=1$ for some $k$, suppose that this equality is true in $G_{i}$ and not true in $G_{i-1}$. We can assume that $C$ is not a conjugate of a power of a shorter word $D$ in $G_{i}$ (otherwise take $D$ instead of $C$ ).

Consider a van Kampen diagram $\Delta$ with boundary label $C^{k}$. Let $i$ be the rank of $\Delta$. Then $\partial(\Delta)$ cannot be smooth of rank $i$ because otherwise it would be almost geodesic in $G_{i}$, but it is equal to 1 , so has length 0 in $G_{i}$. Therefore there exists a cell $\pi$ of $\Delta$ that is compatible with $\partial(\Delta)$. But that means $C$ is equal in $G_{i-1}$ to a cyclic shift of $C_{j}$ where $C_{j}^{n}$ is the boundary label of $\pi$. Thus $C$ is conjugate to $C_{j}$ in $G$.
5.2.3.15. The groups $G_{i}$ are hyperbolic. Indeed, consider any reduced diagram $\Delta$ over $\mathcal{P B}$ considered as a diagram with one boundary component. Proceeding as in Section 5.2.3.13, we can find a $\theta^{\prime}$-cell in $\Delta$, i.e., a cell $\pi$ and a contiguity subdiagram $\Psi$ connecting $\pi$ with $\partial(\Delta)$ with contiguity degree $>\theta^{\prime}>1 / 2$. Such that the rank of $\Psi$ is smaller than the rank of $\pi$. Then the perimeter of $\Psi$ is bounded in terms of the perimeter of $\pi$. Therefore the subdiagram $\Delta_{\pi}=\pi \cup \Psi$ shares more than a half of its perimeter with $\partial(\Delta)$. Now consider all (finitely many) possible diagrams of the form $\Delta_{\pi}$ for all $\pi$ of rank at most $i$, i.e., a union of a cell $\pi$ with a contiguity subdiagram (note that the contiguity subdiagram may be empty). We just proved that the set of boundary labels of these diagrams is a Dehn presentation of $G_{i}$.
5.2.3.16. Why do we need $n$ to be odd? We never used this assumption in our road map. In fact it is used crucially in [258, Lemma 6.3] which we skipped. It has similar formulation as Lemma 5.2 .13 but with different estimates on the sizes of the boundary arcs. At some point in the proof of that lemma, we need to make sure that the period $C$ as in Lemma 5.2 .12 must be $A$, and cannot be $A^{-1}$ (there are two options in Lemma 5.2.10 also), i.e., $A^{s}$ cannot be conjugate to $A^{-s}$ if $s \neq 0$. It is true if $n$ is odd. Indeed, if $A=Z^{-1} A^{-1} Z$ in $G$, then $Z^{-2} A Z^{2}=A$, hence $Z^{-2} A^{k} Z^{2}=A^{k}$ for every $k$. Applying Lemma 5.2.13, we deduce that $Z^{2}$ must be equal to a power of $A$. Since $n$ is odd, $Z$ is a power of $Z^{2}$ in $G$ (prove it!). Hence $Z$ is a power of $A$, and $A=Z^{-1} A^{-1} Z$ implies $A=A^{-1}$ but that is only possible if $A=1$ (again because $n$ is odd).

On the other hand if $n=2 k$ is even, then $A^{2 k}=1$, so $A^{k}=\left(A^{-1}\right)^{k}$. So in fact if $n$ is even [258, Lemma 6.3] is wrong (the hardest situation is when a cell $\pi$ together with a contiguity subdiagram connecting $\pi$ with itself surrounds the hole in an annular diagram), and as a result the whole crown of lemmas breaks down because they are all connected to each other. It took a lot of efforts to overcome that difficulty. Finally Sergei Ivanov [156] and Igor Lysenok
[213] managed to prove that the free Burnside groups of all sufficiently large exponents (odd or even) with at least 2 generators are infinite.

### 5.3. The finite basis problem for groups and rings

In this section we shall present an example of R. Bryant and Yu. Kleiman of a non-finitely based variety of groups and finish the discussion of the example of Gupta and Krasilnikov of a non-finitely based variety of rings from Section 4.5.3.

### 5.3.1. An example of R. Bryant and Yu. Kleiman.

5.3.1.1. The result. The existence of non-finitely based varieties of groups was shown by Olshanskii in 1969, see [256], and the very first explicit examples of such varieties were constructed by Adian [2] and Vaughan-Lee [323]. That solved one of the main problems about varieties of groups (see Hanna Neumann's book [248). Here we present a remarkably elegant and transparent example due to Roger Bryant 57 and Yuri Kleiman 180.

Consider the variety of groups given by all identities of the form

$$
\begin{equation*}
\left(x_{1}^{2} x_{2}^{2} \cdots x_{n}^{2}\right)^{4}=1, n \geq 1 . \tag{5.3.1}
\end{equation*}
$$

Every group $G$ satisfying these identities has a normal subgroup $H$ of exponent 4 which is generated by all squares of elements and the factor-group $G / H$ is of exponent 2 (prove that!). Conversely, every extension of a normal subgroup of exponent 4 by a group of exponent 2 satisfies all identities (5.3.1). That variety is denoted by $\mathcal{B}_{4} \mathcal{B}_{2}$. Note that $\mathcal{B}_{4} \mathcal{B}_{2}$ is locally finite by Corollary 3.4.2 and Theorem 5.2.3.

Theorem 5.3.1. The variety $\mathcal{B}_{4} \mathcal{B}_{2}$ is non-finitely based.
Proof. For every $n \geq 1$ let $u_{n}=\left(x_{1}^{2} x_{2}^{2} \cdots x_{n}^{2}\right)^{4}$. By definition, the infinite set of identities $u_{n}=1, n \geq 1$, defines the variety $\mathcal{B}_{4} \mathcal{B}_{2}$. Observe that $u_{n}=1$ implies $u_{\ell}=1$ for all $\ell<n$ (why?). Therefore, if the variety $\mathcal{B}_{4} \mathcal{B}_{2}$ were finitely based, it would be defined by a single identity $u_{n}=1$ for some $n$. In order to show that this is impossible, we construct a series of groups $C_{n}, n=1,2, \ldots$, such that for each $n$, the group $C_{n}$ satisfies $u_{n}=1$ but does not satisfy $u_{N}=1$ for some $N>n$.
5.3.1.2. Some properties of nilpotent groups of class 2. Recall that we denote the word $x^{-1} y^{-1} x y$ by $[x, y]$. It is convenient to denote $[[x, y], z]$ by $[x, y, z]$. We shall need some properties of nilpotent groups of class 2 , that is groups $G$ for which the factor-group $G / Z(G)$ is commutative, see Section 3.6 .2 (recall that $Z(G)$ denotes the center of $G$, i.e., the set of elements $x$ such that $x y=y x$ for every $y \in G$ ).

Exercise 5.3.2. Prove the following properties of nilpotent groups of class 2.
(1) A group is nilpotent of class 2 if and only if it satisfies the identity $[x, y, z]=1$
(2) A group $G$ is nilpotent of class 2 if and only if its derived subgroup $G^{\prime}$, i.e., the subgroup generated by all commutators $[x, y], x, y \in G$, is inside $Z(G)$.
(3) If a group $G$ is nilpotent of class 2, then for every $a \in G$, the map $x \mapsto[x, a]$ is a homomorphism from $G$ to $Z(G)$.
(Hint: Use Exercise 1.4.1)
5.3.1.3. The semigroup $S$ and its semigroup algebra $\mathbb{F}_{2} S$. We start with the semigroup $S$ with zero 0 given by the presentation $\operatorname{sg}\left\langle x_{0}, x_{1}, \ldots \mid x_{i}^{2}=0, i \geq 0\right\rangle$.

Exercise 5.3.3. Prove that the presentation of $S$ is Church-Rosser and the canonical words are words without subwords of the form $x_{i}^{2}, i \geq 0$.

We need the following
Definition 5.3.4. Let $T$ be a semigroup with zero $0, K$ be a field. The semigroup algebra $K T$ is the vector space over $K$ spanned by $T \backslash\{0\}$ as a basis (so the elements of $T \backslash\{0\}$ are linearly independent over $K$ ) with multiplication naturally extending the multiplication in $T$ :

$$
\left(\sum \alpha_{i} g_{i}\right)\left(\sum \beta_{j} h_{j}\right)=\sum \alpha_{i} \beta_{j} g_{i} h_{j}
$$

Exercise 5.3.5. Prove that $K T$ is indeed an associative algebra over $K$.
Let $\mathbb{F}_{2}$ be the field with 2 elements, i.e., the field $\{0,1\}$ of integers modulo 2. We shall need the semigroup algebra $E=\mathbb{F}_{2} S$.
5.3.1.4. The group $A$. For every $i \geq 0$ let $a_{i}$ be the $3 \times 3$-matrix over $E$ of the form

$$
\left(\begin{array}{ccc}
1 & x_{i} & 0 \\
0 & 1 & x_{i} \\
0 & 0 & 1
\end{array}\right) .
$$

Then each of the matrices $a_{i}$ is invertible and its square is the identity matrix (because $1+1=0$ in $\mathbb{F}_{2}$ ). Thus the semigroup $A=\left\langle a_{i}, i \geq 0\right\rangle$ is a group.

Exercise 5.3.6. Show that the elements $a_{i}, i \geq 0$ satisfy relations

$$
a_{i}^{2}=1,\left[a_{i}, a_{j}, a_{m}\right]=1, i, j, m=0,1, \ldots
$$

In fact it is possible to prove that $A$ is isomorphic to the group given by the presentation from Exercise 5.3.6, but we shall not need it.

Let $A_{n}$ be the subgroup of $A$ generated by $a_{0}, \ldots, a_{2 n}$.
Exercise 5.3.7. (1) Prove that in $A_{n},\left[a_{i}, a_{j}\right]=\left(a_{i} a_{j}\right)^{2}$, in particular, every commutator of generators is a square. Deduce that every element of the derived subgroup $A_{n}^{\prime}$ is a product of squares.
(2) Prove that the derived subgroup $A_{n}^{\prime}$ is inside the center $Z\left(A_{n}\right)$, that is $A_{n}$ is a nilpotent group of class 2 .
(3) Prove that the derived subgroup $A_{n}^{\prime}$ satisfies the identity $x^{2}=1$
(4) Prove that the factor-group $A_{n} / A_{n}^{\prime}$ satisfies the identity $x^{2}=1$, i.e., the square of every element of $A_{n}$ is in $A_{n}^{\prime}$. Combining with part 1 , this gives that $A_{n}^{\prime}$ consists of products of squares of elements of $A_{n}$. Hint: Use Exercise 5.3.6.

By parts (2) and (3) of Exercise 5.3.7 $A_{n}^{\prime}$ is a commutative group of exponent 2. If we re-denote the operation in $A_{n}^{\prime}$ as + , and the identity element as 0 , we can view $A_{n}^{\prime}$ as a vector space over $\mathbb{F}_{2}$.

Lemma 5.3.8. The commutators $\left[a_{i}, a_{j}\right], i<j$, form a basis of the vector space $A_{n}^{\prime}$.

Proof. By definition, the derived subgroup of $A_{n}$ viewed as a vector space over $\mathbb{F}_{2}$ is spanned by commutators $\left[a_{i}, a_{j}\right], 0 \leq i<j \leq 2 n+1$, each of which is equal to

$$
\left(\begin{array}{ccc}
1 & 0 & x_{i} x_{j}-x_{j} x_{i} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

(check it! notice a nice connection between group and ring commutators). Since for any $z_{1}, z_{2} \in R$ we have

$$
\left(\begin{array}{ccc}
1 & 0 & z_{1} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & z_{2} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & z_{1}+z_{2} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right),
$$

and

$$
\left(\begin{array}{ccc}
1 & 0 & z \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)^{2}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

These matrices are linearly independent because commutators $x_{i} x_{j}-x_{j} x_{i}$ in $E$ are linearly independent.

Exercise 5.3.9. Prove the last statement. Hint: Notice that all words $x_{i} x_{j}, i \neq j$, are canonical in $S$. In a linear combination of commutators with nonzero coefficients look at the lexicographically maximal canonical word $x_{i} x_{j}$ and show that it appears exactly once and cannot cancel with another word in the linear combination, hence the combination is not equal to 0 .

Exercise 5.3.10. Show that the dimension of the vector space $A_{n}^{\prime}$ is $\binom{2 n+2}{2}=$ $\frac{(2 n+2)(2 n+1)}{2}$, the number of 2 -element subsets of $\left\{a_{0}, \ldots, a_{2 n+1}\right\}$.

By Exercises 5.3.10 and 1.4.16, $\left|A_{n}^{\prime}\right|=2^{2 n^{2}+3 n+1}$.
The key property of $A_{n}$ is that while by Part (4) of Exercise 5.3.7 every element of $A_{n}^{\prime}$ is a product of a number of squares of elements in $A_{n}$, we have

Lemma 5.3.11. There are elements in $A_{n}^{\prime}$ that are not products of $n$ squares.
Proof. Indeed consider any element $g$ of $A_{n}$. It is represented by some word $w$ in generators $a_{0}, \ldots, a_{2 n+1}$. Then $g^{2}$ is represented by the word $w^{2}$. Note that if $w=\star a_{i} a_{j} *$ where $*$ represents any words, then

$$
\begin{array}{r}
w w=\star a_{i} a_{j} * * a_{i} a_{j} *=\star a_{j} a_{i}\left[a_{i}, a_{j}\right] * * a_{j} a_{i}\left[a_{i}, a_{j}\right] * \\
=* a_{j} a_{i} * * a_{j} a_{i} *\left[a_{i}, a_{j}\right]^{2}=* a_{j} a_{j} * * a_{j} a_{i} *
\end{array}
$$

because $\left[a_{i}, a_{j}\right]$ is in the center of $A_{n}$ and its square is 1 . Thus in the word $w w$, one can permute the letters of both copies of $w$ as one wishes as long as this is done in a synchronous manner. Since $a_{i}^{2}=1, g^{2}$ is represented by the square of a word $a_{j_{1}} \ldots a_{j_{s}}$ where $j_{1}<\ldots<j_{s}$. Thus the number of squares in $A_{n}$
is at most the number of different subsets of the set $\left\{a_{0}, \ldots, a_{2 n+1}\right\}$, i.e., $2^{2 n+2}$ (Exercise 1.1.1). Hence the number of elements in $A_{n}^{\prime}$ that can be represented as a product of $n$ squares does not exceed $\left(2^{2 n+2}\right)^{n}=2^{2 n^{2}+2 n}$ (prove it!). Since $2^{2 n^{2}+2 n}<2^{2 n^{2}+3 n+1}$, there exists an element $a \in A_{n}^{\prime}$ which cannot be represented as a product of $n$ squares.
5.3.1.5. The group $B_{n}$. Let $a$ be an element of $A_{n}^{\prime}$ that is not a product of $n$ squares in $A_{n}$.

For $g \in A_{n}$, we denote by $\bar{g}$ the image of $g$ in the (commutative) factor-group $\bar{A}_{n}=A_{n} / A_{n}^{\prime}$.

Now for each $n=1,2, \ldots$, we define another nilpotent of class 2 group $B_{n}$ as the group generated by the set $\left\{b_{g}, c_{k} \mid g \in A_{n}, k \in \bar{A}_{n}\right\}$ (notice that the generators $b_{g}$ are indexed by elements of $A_{n}$ and the indexes of generators $c_{k}$ are from $\bar{A}_{n}$ ) subject to the relations

$$
\left(b_{g}\right)^{2}=\left(c_{k}\right)^{2}=\left[b_{g}, c_{k}\right]=1,\left[b_{g}, b_{h}\right]= \begin{cases}1 & \text { if } g h^{-1} \neq a  \tag{5.3.2}\\ c_{\bar{g}} & \text { if } g h^{-1}=a,\end{cases}
$$

(Note that if $g h^{-1}=a$, then $\bar{g}=\bar{h}$.)
Exercise 5.3.12. Show that $B_{n}$ is a nilpotent group of class 2 generated by $b_{g}, g \in A_{n}$, its derived subgroup $B_{n}^{\prime} \subseteq Z\left(B_{n}\right)$ is a commutative group of exponent 2 (that is again can be viewed as a vector space over $\mathbb{F}_{2}$ ) and $\left\{c_{k} \mid k \in \bar{A}_{n}\right\}$ forms a basis of $B_{n}^{\prime}$.

Exercise 5.3.13. Let $b=b_{g_{1}} \ldots b_{g_{s}}, g_{i} \in A_{n}$. Let $b^{\prime}$ be the product of the same factors $b_{g_{i}}$ in a different order. Show that $b^{2}=\left(b^{\prime}\right)^{2}$. Hint: Copy the proof of Lemma 5.3.11.

Exercise 5.3.14. Prove that for every $h, h^{\prime}, g \in A_{n}, b_{h} b_{h g}$ and $b_{h^{\prime}} b_{h^{\prime} g}$ commute.
5.3.1.6. The group $C_{n}$. The group $A_{n}$ acts on the set of generators $b_{g}, c_{k}, g \in$ $A_{n}, k \in \overline{A_{n}}$ of $B_{n}$ in the following natural way

$$
h \cdot b_{g}=b_{g h}, h \cdot c_{k}=c_{k \bar{h}} .
$$

Exercise 5.3.15. Show that for every $h \in A_{n}$, the map $x \mapsto h \cdot x$ preserves the defining relations of $B_{n}$, and hence extends to an automorphism of $B_{n}$.

Consider the semidirect product $C_{n}$ of $A_{n}$ and $B_{n}$, that is the set of pairs $(x, y), x \in B_{n}, y \in A_{n}$ with operation $(x, y)\left(x^{\prime}, y^{\prime}\right)=\left(x\left(y \cdot x^{\prime}\right), y y^{\prime}\right)$.

Exercise 5.3.16. Show that $C_{n}$ is a group that is an extension of a normal subgroup $\hat{B}_{n}=\left\{(x, 1) \mid x \in B_{n}\right\}$ which is isomorphic to $B_{n}$ by the group $C_{n} / \hat{B}_{n}$ which is isomorphic to $A_{n}$.

Each element of $C_{n}$ can be written as $\left(b_{g_{1}} b_{g_{2}} \cdots b_{g_{s}}, g\right)$ where $g, g_{1}, g_{2}, \ldots, g_{s} \in$ $A_{n}$.

Our goal is to show that $C_{n}$ satisfies the first $n$ identities of the form

$$
\begin{equation*}
\left(x_{1}^{2} \ldots x_{t}^{2}\right)^{4}=1 \tag{5.3.3}
\end{equation*}
$$

but does not satisfy some identities of this form (that would complete the proof of the theorem).

The following lemma describes elements $g$ from $C_{n}$ with $g^{4}=1$.
Lemma 5.3.17. Suppose that

$$
\begin{equation*}
d=\left(b_{g_{1}} b_{g_{2}} \cdots b_{g_{s}}, g\right) \in C_{n} \tag{5.3.4}
\end{equation*}
$$

is such that $g \in A_{n}^{\prime}$. Then $d^{4} \neq 1$ if and only if $g=a$ and for some $k \in \bar{A}_{n}$, the number of $g_{i}$ in (5.3.4) such that $\bar{g}_{i}=k$ is odd.

Proof. First consider the case when $d$ is such that all elements $g_{i}$ in (5.3.4) have the same image $k=\bar{g}_{i}$ in $\bar{A}_{n}$. We have

$$
d^{2}=\left(b_{g_{1} g} b_{g_{2} g} \cdots b_{g_{s} g} b_{g_{1}} b_{g_{2}} \cdots b_{g_{s}}, 1\right) \in \hat{B}_{n}
$$

since $g^{2}=1$. By Exercise 5.3.13, we can write

$$
\begin{equation*}
d^{4}=\left(\left(b_{g_{1}} b_{g_{1} g} b_{g_{2}} b_{g_{2} g} \cdots b_{g_{s}} b_{g_{s} g}\right)\left(b_{g_{1}} b_{g_{1} g} b_{g_{2}} b_{g_{2} g} \cdots b_{g_{s}} b_{g_{s} g}\right), 1\right) . \tag{5.3.5}
\end{equation*}
$$

The products $b_{g_{i}} b_{g_{i} g}$ and $b_{g_{j}} b_{g_{j} g}$ commute by Exercise 5.3.14 for every $i, j$. Therefore we can regroup the right-hand side of (5.3.5) as follows:

$$
d^{4}=\left(\left(b_{g_{1}} b_{g_{1} g}\right)^{2}\left(b_{g_{2}} b_{g_{2} g}\right)^{2} \cdots\left(b_{g_{s}} b_{g_{s} g}\right)^{2}, 1\right) .
$$

Note that

$$
\left(b_{g_{i}} b_{g_{i} g}\right)^{2}=b_{g_{i}} b_{g_{i} g} b_{g_{i}} b_{g_{i} g}=\left[b_{g_{i} g}, b_{g_{i}}\right]=\left(c_{k}\right)^{\epsilon},
$$

where $\epsilon=1$ if $g=a$ and $\epsilon=0$ otherwise. Therefore $d^{4}=\left(c_{k}\right)^{s \epsilon}$ hence $d^{4} \neq 1$ if and only if $g=a$ and $s$ is odd.

In the general case, since $\left[b_{g}, b_{h}\right]=1$ whenever $\bar{g} \neq \bar{h}$ (see (5.3.2)), we can collect $b_{g_{i}}$ 's into blocks with the same $\bar{g}_{i}$. The action of the element $g$ preserves these blocks since $g$ belongs to $A_{n}^{\prime}$. When we calculate the 4 -th power of each block, we get $\left(c_{k}\right)^{s_{k} \epsilon}$ where $\bar{g}_{i}=k$ for each $g_{i}$ in the block and $s_{k}$ is the size of the group. Since the elements $c_{k}$ are linearly independent (Exercise 5.3.12), $d^{4} \neq 1$ if and only if $g=a$ and some $s_{k}$ is odd.

Now let us show that the identity $\left(x_{1}^{2} \ldots x_{t}^{2}\right)^{4}=1$ holds in $C_{n}$ for all $t \leq n$. If we calculate the product $x_{1}^{2} x_{2}^{2} \cdots x_{n}^{2}$ with $x_{1}, x_{2}, \ldots, x_{n}$ being arbitrary elements of $C_{n}$, the second element of the pair has the form $g_{1}^{2} g_{2}^{2} \cdots g_{n}^{2}$ for some $g_{1}, g_{2}, \ldots, g_{n} \in$ $A_{n}$ and cannot be equal to $a$ since $a$ is not a product of $n$ squares. Lemma 5.3.17 then implies that $\left(x_{1}^{2} x^{2} \cdots x_{n}^{2}\right)^{4}=1$.

On the other hand, the element $a$ is a product of some $m>n$ squares in $A_{n}$, so let $g_{1}, g_{2}, \ldots, g_{m} \in A_{n}$ be such that $a=g_{1}^{2} g^{2} \cdots g_{m}^{2}$. At least one of these elements does not belong to $A_{n}^{\prime}$ since $a \neq 1$. Since squares commute in $A_{n}$ (Exercise 5.3.7, Parts (4) and (1), we may assume that $g_{m} \notin A_{n}^{\prime}$. Now let $x_{i}=\left(1, g_{i}\right)$ if $i<m$ and $x_{m}=\left(b_{a}, g_{m}\right)$. Then $\left(x_{1}^{2} \ldots x_{m}^{2}\right)^{4}$ is not equal to 1 in $C_{n}$ by Lemma 5.3.17 (check it!). Thus one of the identities of the form (5.3.3) fails in $C_{n}$.
5.3.2. Construction of the algebra $R$ used in Section 4.5.3. Recall that the proof in Section 4.5.3 relied on the existence of an associative algebra $R$ with identity element over the 2 -element field $\mathbb{F}_{2}$ satisfying the following two properties:
$\left(\mathrm{R}_{1}\right) \quad R$ satisfies the identities $\left(x, y^{2}\right)=((x, y), z)=0$.
$\left(\mathrm{R}_{2}\right)$ for every $n>1$, there exist $s_{1}, \ldots, s_{n+1} \in R$ such that the product $s_{1}^{2} \cdots s_{n+1}^{2}$ does not lie in the linear subspace $M$ spanned by the set of all products of at most $n$ squares in $R$;

Here we construct such an algebra $R$.
5.3.2.1. The subgroup $G$ of the group $A$. We start with a subgroup $G$ of the group $A$ from Section 5.3.1.4 generated by all elements of the form $g_{i}=a_{0} a_{i}, i>0$, i.e., matrices

$$
\left(\begin{array}{ccc}
1 & x_{0}+x_{i} & x_{0} x_{i} \\
0 & 1 & x_{0}+x_{i} \\
0 & 0 & 1
\end{array}\right)
$$

over the semigroup algebra $E=\mathbb{F}_{2} S$.
EXERCISE 5.3.18. Show that $G$ satisfies the following relations:

$$
\left[g_{i}, g_{j}, g_{k}\right]=1,\left[g_{i}, g_{j}\right]^{2}=1, g_{i}^{4}=1, i, j, k \in \mathbb{N}
$$

We denote by $G^{2}$ the subgroup of $G$ generated by all squares, that is, elements of the form $g^{2}(g \in G)$.

Observe that for all $i, j \in \mathbb{N}$

$$
\left[g_{i}, g_{j}\right]=g_{i}^{-1} g_{j}^{-1} g_{i} g_{j}=g_{i}^{3} g_{j}^{3} g_{i} g_{j}=g_{i}^{2} \cdot\left(g_{i} g_{j}^{3}\right)^{2} \cdot g_{j}^{2} \in G^{2}
$$

(since $g_{i}^{4}=1$, we have $g_{i}^{-1}=g_{i}^{3}$ ).
This and the fact that the commutators $\left[g_{i}, g_{j}\right]$ commute with all elements in $G$ (because $\left[g_{i}, g_{j}, g_{k}\right]=1$ in $G$ for all $i, j, k \in \mathbb{N}$ ) allow us to rewrite each element $y \in G$ as

$$
\begin{equation*}
y=g_{i_{1}} \cdots g_{i_{q}} h \tag{5.3.6}
\end{equation*}
$$

where $i_{1}<\cdots<i_{q}$ and $h \in G^{2}$.
ExERCISE 5.3.19. (1) Using the definition of $G$ as a group of matrices, show that every $g \in G$ has a unique representation (5.3.6).
(2) Show that the elements $g_{i}^{2}$ and $\left[g_{i}, g_{j}\right], i, j \in \mathbb{N}, i>j$ form a basis of the vector space $G^{2}$. Hint: Use the proof of Lemma 5.3 .8 and a hint for Exercise 5.3.9.

The product $g_{i_{1}} \cdots g_{i_{q}}$ in the representation (5.3.6) is called the trunk of $y .9$

[^18]5.3.2.2. The algebra $R$. Next we take the group algebra of the group $G$.

Definition 5.3.20. If $H$ is a group, then the group algebra of $H$ over a field $F$ is the vector space $F G$ over $F$ spanned by $G$ as a basis (so the elements of $G$ are linearly independent over $F$, elements of $F G$ are linear combinations of elements of $G$ ) with multiplication naturally extending the multiplication in $G$ :

$$
\left(\sum \alpha_{i} g_{i}\right)\left(\sum \beta_{j} h_{j}\right)=\sum \alpha_{i} \beta_{j} g_{i} h_{j}
$$

(compare with Definition 5.3.4 of semigroup algebras).
The associative algebra $R$ we are after will be a factor-algebra of $\mathbb{F}_{2} G$ over some ideal $V$. Note that if $V$ is such that $\mathbb{F}_{2} G / V$ satisfies identities $\left(\mathrm{R}_{1}\right)$, then $V$ must contain the verbal ideal $W$ corresponding to these identities. On the other hand if $\left(\mathrm{R}_{2}\right)$ holds in $\mathbb{F}_{2} G / V$, it also holds in $\mathbb{F}_{2} G / W$ (prove it!). Thus it would be natural to define $R$ as $\mathbb{F}_{2} G / W$. In fact this $R$ does satisfy $\left(\mathrm{R}_{1}\right)$ and $\left(\mathrm{R}_{2}\right)$. But it turns out that it is computationally easier to consider the following bigger ideal $V$.

Consider the map $f: G \times G \rightarrow \mathbb{F}_{2} G: f(y, z)=[y, z]+y^{2} z^{2}+y^{2}+z^{2}$. Let $V$ be the ideal of $\mathbb{F}_{2} G$ generated by all elements $f(y, z), y, z \in G$. The factor-ring $\mathbb{F}_{2} G / V$ is the desired algebra $R$.
5.3.2.3. Property $\left(R_{1}\right)$. First let us show that indeed $V \geq W$, that is $R$ satisfies the identities $((x, y), z)=0=\left(x, y^{2}\right)$. The next exercise shows that the second identity is redundant.

ExERCISE 5.3.21. Show that in every associative algebra over a field of characteristic 2 we have

$$
((x, y), y)=(x y+y x) y+y(x y+y x)=x y^{2}+y^{2} x=\left(x, y^{2}\right)
$$

Thus it suffices to prove only the Lie nilpotency of class 2.
Proposition 5.3.22. The algebra $R=\mathbb{F}_{2} G / V$ satisfies $((x, y), z)=0$.
Proof. We start with the following exercise.
Exercise 5.3.23. For all $y, z \in G$,

$$
(y z)^{2}+1 \equiv\left(y^{2}+1\right)+\left(z^{2}+1\right)(\bmod V)
$$

Hint:

$$
\begin{aligned}
(y z)^{2}+1 & =y^{2} z^{2}[y, z]+1 \\
& =y^{2} z^{2}\left([y, z]+y^{2} z^{2}+y^{2}+z^{2}\right)+y^{2} z^{2}\left(y^{2} z^{2}+y^{2}+z^{2}\right)+1 \\
& \equiv y^{2} z^{2}\left(y^{2} z^{2}+y^{2}+z^{2}\right)+1(\bmod V) \\
& \equiv\left(y^{2}+1\right)+\left(z^{2}+1\right)(\bmod V)
\end{aligned}
$$

Now let $r_{k}=\sum_{j_{k}} \alpha_{k j_{k}} h_{k j_{k}}$ for $k=1,2,3$ be three arbitrary elements of $\mathbb{F}_{2} G$ (here $\left.\alpha_{k j_{k}} \in \mathbb{F}_{2}, h_{k j_{k}} \in G\right)$. We need to show that $\left(\left(r_{1}, r_{2}\right), r_{3}\right) \in V$.

Since

$$
\left(\left(r_{1}, r_{2}\right), r_{3}\right)=\sum_{j_{1}, j_{2}, j_{3}} \alpha_{1 j_{1}} \alpha_{2 j_{2}} \alpha_{3 j_{3}}\left(\left(h_{1 j_{1}}, h_{2 j_{2}}\right), h_{3 j_{3}}\right)
$$

we only need to check that $\left(\left(h_{1}, h_{2}\right), h_{3}\right) \in V$ for all $h_{1}, h_{2}, h_{3} \in G$. We expand $\left(\left(h_{1}, h_{2}\right), h_{3}\right)$ as follows:

$$
\begin{align*}
\left(\left(h_{1}, h_{2}\right), h_{3}\right) & =h_{1} h_{2} h_{3}+h_{2} h_{1} h_{3}+h_{3} h_{1} h_{2}+h_{3} h_{2} h_{1} \\
& =h_{1} h_{2} h_{3}\left(1+\left[h_{2}, h_{1}\right]+\left[h_{3}, h_{1} h_{2}\right]+\left[h_{3}, h_{1} h_{2}\right]\left[h_{2}, h_{1}\right]\right)  \tag{5.3.7}\\
& =h_{1} h_{2} h_{3}\left(1+\left[h_{2}, h_{1}\right]\right)\left(1+\left[h_{3}, h_{1} h_{2}\right]\right) .
\end{align*}
$$

By the definition of $V$, we have $1+\left[h_{2}, h_{1}\right] \equiv\left(1+h_{2}^{2}\right)\left(1+h_{1}^{2}\right)$ and $1+\left[h_{3}, h_{1} h_{2}\right] \equiv$ $\left(1+h_{3}^{2}\right)\left(1+\left(h_{1} h_{2}\right)^{2}\right)(\bmod V)$. By Exercise 5.3.23, $1+\left(h_{1} h_{2}\right)^{2} \equiv\left(1+h_{1}^{2}\right)+\left(1+h_{2}^{2}\right)$ $(\bmod V)$. Substituting these in (5.3.7), we obtain

$$
\begin{equation*}
\left(\left(h_{1}, h_{2}\right), h_{3}\right) \equiv h_{1} h_{2} h_{3}\left(1+h_{2}^{2}\right)\left(1+h_{1}^{2}\right)\left(1+h_{3}^{2}\right)\left(\left(1+h_{1}^{2}\right)+\left(1+h_{2}^{2}\right)\right)(\bmod V) . \tag{5.3.8}
\end{equation*}
$$

Since expressions of the form $1+h_{k}^{2}$ commute with each other and $\left(1+h_{k}^{2}\right)^{2}=$ $1+h_{k}^{4}=0$, the right-hand side in (5.3.8) is equal to 0 . Thus, $\left(\left(h_{1}, h_{2}\right), h_{3}\right) \in V$.
5.3.2.4. Property $\left(R_{2}\right)$. In order to prove $\left(\mathrm{R}_{2}\right)$ we shall first prove three statements about $G$ and $\mathbb{F}_{2} G$.

Lemma 5.3.24. For all $h_{1}, \ldots, h_{2 s} \in G$,

$$
\left(h_{1}, h_{2}\right) \cdots\left(h_{2 s-1}, h_{2 s}\right) \equiv h_{1} \cdots h_{2 s}\left(1+h_{1}^{2}\right) \cdots\left(1+h_{2 s}^{2}\right) \quad(\bmod V)
$$

Proof. Note that $f(y, z)$ can be rewritten as $(1+[y, z])+\left(1+y^{2}\right)\left(1+z^{2}\right)$ because $1+1=0$ in $\mathbb{F}_{2}$ and squares commute in $G$. Therefore by the definition of $V, 1+\left[h_{i}, h_{j}\right] \equiv\left(1+h_{i}^{2}\right)\left(1+h_{j}^{2}\right)(\bmod V)$ hence $\left(h_{i}, h_{j}\right)=h_{i} h_{j}\left(1+\left[h_{i}, h_{j}\right]\right) \equiv$ $h_{i} h_{j}\left(1+h_{i}^{2}\right)\left(1+h_{j}^{2}\right)$. It remains to use the fact that $1+h_{i}^{2}$ commutes with all elements of $\mathbb{F}_{2} G$.

Lemma 5.3.25. For all $h_{1}, \ldots, h_{2 s} \in G$, if the product $c=h_{1} \cdots h_{2 s}$ belongs to $G^{2}$, then the product $u=\left(h_{1}, h_{2}\right) \cdots\left(h_{2 s-1}, h_{2 s}\right)$ belongs to $V$.

Proof. By Lemmat5.3.24 $u \equiv h_{1} \cdots h_{2 s}\left(1+h_{1}^{2}\right) \cdots\left(1+h_{2 s}^{2}\right)(\bmod V)$. We write $h_{2 s}$ as $h_{2 s}=h_{2 s-1}^{-1} \cdots h_{1}^{-1} c$. Then, using Exercise 5.3.23 and taking into account the fact that $c^{2}=1$ (since $\left.c \in G^{2}\right)$, we get

$$
1+h_{2 s}^{2}=1+\left(h_{2 s-1}^{-1} \cdots h_{1}^{-1} c\right)^{2} \equiv\left(1+h_{1}^{2}\right)+\cdots+\left(1+h_{2 s-1}^{2}\right)(\bmod V) .
$$

Since $\left(1+h_{i}^{2}\right)^{2}=1+h_{i}^{4}=0$ for all $i$, we have

$$
u \equiv h_{1} \cdots h_{2 s}\left(1+h_{1}^{2}\right) \cdots\left(1+h_{2 s-1}^{2}\right)\left(\left(1+h_{1}^{2}\right)+\cdots+\left(1+h_{2 s-1}^{2}\right)\right) \equiv 0(\bmod V)
$$

as required.
Let $r$ be an element of $\mathbb{F}_{2} G$, i.e., a linear combination of elements of $G$. We can combine elements with the same trunk together, and get a (unique) trunk decomposition of $r=\sum r_{t}$ where each trunk component $r_{t}=t h_{i}$ where $t$ is the common trunk of the summands of $r_{t}, h_{i} \in \mathbb{F}_{2} G^{2}$, and different $r_{t}$ have different trunks.

Lemma 5.3.26. If $r \in V$, then all trunk components of $r$ are in $V$.

Proof. Let $V^{\prime}$ be the ideal of the commutative algebra $\mathbb{F}_{2} G^{2}$ spanned by all $f(y, z), y, z \in G$. Then $V=\mathbb{F}_{2} G \cdot V^{\prime}$. Since $\mathbb{F}_{2} G=\sum t \mathbb{F}_{2} G^{2}$ where $t$ runs over all possible trunks, we get

$$
\begin{equation*}
V=\sum\left(t \mathbb{F}_{2} G^{2}\right) \cdot V^{\prime}=\sum t V^{\prime}=\sum\left(V \cap t \mathbb{F}_{2} G^{2}\right) \tag{5.3.9}
\end{equation*}
$$

Now suppose that $r=\sum r_{t} \in V$ where $r_{t} \in t \mathbb{F}_{2} G^{2}$ is a trunk component of $r$ corresponding to the trunk $t$. Then (5.3.9) implies that $r=\sum r_{t}^{\prime}$ where $r_{t}^{\prime} \in$ $V \cap t \mathbb{F}_{2} G^{2}$. Since a decomposition into a sum of trunk components is unique, we deduce that $r_{t}=r_{t}^{\prime}$ for every $t$, so every trunk component of $r$ is in $V$.

Observe that for each subspace $t \mathbb{F}_{2} G^{2}$ (where $t$ is a trunk), we have

$$
V \cap t \mathbb{F}_{2} G^{2}=\left(\sum_{t^{\prime}} t^{\prime} V^{\prime}\right) \cap t \mathbb{F}_{2} G^{2}=t V^{\prime}
$$

The first equality here is true because of (5.3.9), and the second equality is a consequence of Exercise 1.4.14.

Thus we deduce
Lemma 5.3.27. $V^{\prime}=V \cap \mathbb{F}_{2} G^{2}$.
Lemma 5.3.28. The set of products $\mathcal{A}=\left\{\left(g_{j_{1}}^{2}+1\right) \cdots\left(g_{j_{m}}^{2}+1\right) \mid m \geq 0, j_{1}<\right.$ $\left.\cdots<j_{m}\right\}$ from $\mathbb{F}_{2} G$ is linearly independent modulo $V$.

Proof. As observed before the formulation of the lemma, $\mathbb{F}_{2} G^{2} \cap V=V^{\prime}$. Since $\mathcal{A} \subset \mathbb{F}_{2} G^{2}$, it suffices to prove that $\mathcal{A}$ is linearly independent modulo $V^{\prime}$.

Recall that $G^{2}$ is a group of exponent 2 with a basis consisting of all the elements $g_{i}^{2}(i \in \mathbb{N})$ and $\left[g_{i}, g_{j}\right](i, j \in \mathbb{N}, i>j)$. Suppose we have a homomorphism $\phi$ from $\mathbb{F}_{2} G^{2}$ to some associative algebra $Y$ over $\mathbb{F}_{2}$ such that $\phi\left(V^{\prime}\right)=\{0\}$ and $\phi(B)$ is linearly independent in $Y$ for some subset $B \subset \mathbb{F}_{2} G^{2}$. Then $B$ would be linearly independent modulo $V^{\prime}$ and hence modulo $V$ by Lemma 5.3.27.

Thus we need to construct such an algebra $Y$ and a homomorphism $\phi$ for the set $\mathcal{A}$. For this we need the following property of group algebras (a similar property for semigroup algebras also holds).

Exercise 5.3.29. Suppose that $K$ is a field, $P$ is a group, and $Q$ is an associative algebra over $K$. Let $\phi$ be a homomorphism from $P$ to the multiplicative semigroup of $Q$. Prove that $\phi$ extends to a homomorphism $\bar{\phi}: K P \rightarrow Q$ which takes every linear combination $\sum \alpha_{i} p_{i}$ to $\sum \alpha_{i} \phi\left(p_{i}\right)$.

Recall that $G^{2}$ is a commutative group of exponent 2, and, viewed as a vector space over $\mathbb{F}_{2}, G^{2}$ has a basis consisting of all elements $\left[g_{i}, g_{j}\right], i<j$ and $g_{i}^{2}$ (Exercise 5.3.19). Let $Q=\mathbb{F}_{2}\left[t_{i}\right](i \in \mathbb{N})$ be the algebra of (commutative) polynomials over $\mathbb{F}_{2}, Z$ be the subset of $Q$ consisting of all polynomials with constant term 1 , and $J$ the ideal of $Q$ generated by the polynomials $t_{i}^{2}, i \in$ $\mathbb{N}$. Then the set $(Z+J) / J$ is a commutative subgroup of exponent 2 in the multiplicative semigroup of the algebra $Q / J$ (prove it!). It also can be viewed as a vector space over $\mathbb{F}_{2}$. By Part (3) of Exercise 1.4.13, any map $\phi$ from the basis of $G^{2}$ to $(Z+J) / J$ extends to a homomorphism from $G^{2}$ to $(Z+J) / J$. By Exercise 5.3.29, it will then extend to a homomorphism $\bar{\phi}$ from the group
algebra $\mathbb{F}_{2} G^{2}$ to $Q / J$. It is not that difficult to choose $\phi$ such that $\bar{\phi}$ "kills" $V^{\prime}$. For example, we can take $\phi\left(\left[g_{i}, g_{j}\right]\right)=t_{i} t_{j}+1+J$, and $\phi\left(g_{i}^{2}\right)=t_{i}+1+J$.

Exercise 5.3.30. Show that $\bar{\phi}\left(V^{\prime}\right)=\{0\}$. Hint: It is a straightforward computation that $\bar{\phi}$ "kills" elements $f\left(g_{i}, g_{j}\right)$ for every $i, j$. To prove that it "kills" $f(x, y)$ for every $x, y$ (and hence the whole $V^{\prime}$ ) use induction on the sum of lengths of the trunks of $x, y$.

The image of the set $\mathcal{A}$ under this homomorphism is equal to the set

$$
\left\{t_{j_{1}} \cdots t_{j_{m}}+J|m \geq 0| j_{1}<\cdots<j_{m}\right\}
$$

which is linearly independent in $Q / J$ (prove that!). Thus, $\mathcal{A}$ is linearly independent modulo $V^{\prime}$.

We are ready to prove that the algebra $R=\mathbb{F}_{2} G / V$ satisfies property $\left(\mathrm{R}_{2}\right)$. In fact, we will prove the following more precise statement.

Proposition 5.3.31. Let $n$ be a fixed positive integer and $M$ be the subspace of $R=\mathbb{F}_{2} G / V$ spanned by all products of at most $n$ squares in $R$. Set $s_{i}=g_{i}+V \epsilon$ $R$ for $i \in \mathbb{N}$. Then $s_{1}^{2} \cdots s_{n+1}^{2} \notin M$.

Proof. Let $L$ be the subspace of $\mathbb{F}_{2} G$ spanned by all products of at most $n$ squares in $\mathbb{F}_{2} G$. It suffices to prove that $g_{1}^{2} \cdots g_{n+1}^{2} \notin L+V$.

First we describe the squares in $\mathbb{F}_{2} G$. For any $r=\sum_{i} \alpha_{i} h_{i} \in \mathbb{F}_{2} G\left(\alpha_{i} \in \mathbb{F}_{2}\right.$, $h_{i} \in G$ ), we have

$$
\begin{array}{rlr}
r^{2} & =\left(\sum_{i} \alpha_{i} h_{i}\right)^{2}=\left(\alpha+\sum_{i} \alpha_{i}\left(h_{i}+1\right)\right)^{2} \quad \text { where } \alpha=\sum_{i} \alpha_{i} \\
& =\alpha^{2}+\sum_{i} \alpha_{i}^{2}\left(h_{i}+1\right)^{2}+\sum_{i<j} \alpha_{i} \alpha_{j}\left(h_{i}, h_{j}\right) .
\end{array}
$$

Therefore, for every $r_{1}, \ldots, r_{\ell} \in \mathbb{F}_{2}$, the product $r_{1}^{2} \cdots r_{\ell}^{2}$ is a linear combination (with coefficients from $\mathbb{F}_{2}$ ) of 1 and elements of the forms $\left(h_{1}^{2}+1\right) \cdots\left(h_{k}^{2}+1\right)(k \leq \ell)$ and $\left(h_{1}^{2}+1\right) \cdots\left(h_{p}^{2}+1\right)\left(u_{1}, u_{2}\right) \cdots\left(u_{2 q-1}, u_{2 q}\right)(q>0, p+q \leq \ell)$ where $h_{i}, u_{j} \in G$ for all $i, j$. We conclude that $L$ consists of linear combinations of 1 and elements of the forms

$$
\begin{equation*}
\left(h_{1}^{2}+1\right) \cdots\left(h_{k}^{2}+1\right) \quad(0<k \leq n) \tag{5.3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(h_{1}^{2}+1\right) \cdots\left(h_{p}^{2}+1\right)\left(u_{1}, u_{2}\right) \cdots\left(u_{2 q-1}, u_{2 q}\right) \quad(q>0, p+q \leq n) \tag{5.3.11}
\end{equation*}
$$

By contradiction, suppose that $g_{1}^{2} \cdots g_{n+1}^{2} \in L+V$. Then $\left(g_{1}^{2}+1\right) \cdots\left(g_{n+1}^{2}+1\right) \in L+V$. Indeed, this element is a sum of $g_{1}^{2} \cdots g_{n+1}^{2}$ and several products of fewer squares of $g_{i}$. Hence we have

$$
\left(g_{1}^{2}+1\right) \cdots\left(g_{n+1}^{2}+1\right) \equiv \beta+\sum_{i} \gamma_{i} c_{i}+\sum_{j} \delta_{j} d_{j}(\bmod V)
$$

for some $\beta, \gamma_{i}, \delta_{j} \in \mathbb{F}_{2}$, some elements $c_{i}$ of the form (5.3.10) and some elements $d_{j}$ of the form (5.3.11). Notice that $\left(h_{1}^{2}+1\right) \cdots\left(h_{n+1}^{2}+1\right)$ and $\beta+\sum_{i} \gamma_{i} c_{i}$ lie in
$\mathbb{F}_{2} G^{2}$. Lemma 5.3 .24 implies that every element

$$
d_{j}=\left(h_{j 1}^{2}+1\right) \cdots\left(h_{j p_{j}}^{2}+1\right)\left(u_{1}^{(j)}, u_{2}^{(j)}\right) \cdots\left(u_{2 q_{j}-1}^{(j)}, u_{2 q_{j}}^{(j)}\right)
$$

of the form (5.3.11) belongs to

$$
u_{1}^{(j)} \cdots u_{2 q_{j}}^{(j)} \mathbb{F}_{2} G^{2}
$$

By Lemma [5.3.26, we may assume that $u_{1}^{(j)} \cdots u_{2 q_{j}}^{(j)} \in G^{2}$ for all $j$. Then, by Lemma $5.3 .25\left(u_{1}^{(j)}, u_{2}^{(j)}\right) \cdots\left(u_{2 q_{j}-1}^{(j)}, u_{2 q_{j}}^{(j)}\right) \in V$ hence $d_{j} \in V$ for all $j$. Therefore,

$$
\left(g_{1}^{2}+1\right) \cdots\left(g_{n+1}^{2}+1\right) \equiv \beta+\sum_{i} \gamma_{i} c_{i}(\bmod V),
$$

where $\beta, \gamma_{i} \in \mathbb{F}_{2}$ and each $c_{i}$ is of the form (5.3.10). By Exercise 5.3.23 each $c_{i}$ of the form (5.3.10) is (modulo $V$ ) a linear combination of products $\left(g_{i_{1}}^{2}+1\right) \cdots$ $\left(g_{i_{k}}^{2}+1\right)$ with the same number $k$ of factors as in (5.3.10).

Thus, the element $\left(g_{1}^{2}+1\right) \cdots\left(g_{n+1}^{2}+1\right)$ is, modulo $V$, a linear combination of 1 and elements $\left(g_{i_{1}}^{2}+1\right) \cdots\left(g_{i_{k}}^{2}+1\right)$ with $k \leq n$. This contradicts Lemma 5.3.28,

### 5.4. Groups and identities, Abért's criterium

In this section we will give a nice and very general criterion due to Miklos Abért [1] for a group to not satisfy any group identity.

Let $G$ be a group acting on an infinite set $X$ on the right. We say that $G$ separates $X$ if for any finite subset $Y \subseteq X$, the pointwise stabilizer $G_{Y}=\{g \in G \mid$ $y \cdot g=y \quad$ for all $y \in Y\}$ does not fix any point outside $Y$ (i.e., for every $y \notin Y$ there exists $g \in G_{Y}$ such that $\left.y \cdot g \neq y\right)$.

Theorem 5.4.1 (Abért [1]). If $G$ separates $X$, then $G$ does not satisfy any nontrivial group identity.

Proof. Let $F_{k}$ be the free group with $k$ free generators $x_{1}, \ldots, x_{k}$. Let $w \in F_{k}$ be a reduced word of length $n>0$; that is, $w \equiv v_{1} v_{2} \cdots v_{n}$ where $v_{i} \in\left\{x_{1}, \ldots, x_{k}\right\}^{ \pm 1}$ with $v_{i} \not \equiv v_{i+1}^{-1}$ for $1 \leq i \leq n-1$. Let $w(j)$ denote the $j$-th prefix of $w$ :

$$
w(j) \equiv v_{1} v_{2} \ldots v_{j}, \quad 0 \leq j \leq n
$$

Given a $k$-tuple $\mathfrak{g}=\left(g_{1}, \ldots, g_{k}\right) \in G^{k}$, we can define the action $\cdot \mathfrak{g}$ of $F_{k}$ on $X$ by $x \cdot \mathfrak{g} w=x \cdot w\left(g_{1}, \ldots, g_{k}\right)$ for every word $w$ in $F_{k}$. We say that a tuple $\mathfrak{g}$ is distinctive for a word $w \in F_{k}$ of length $n$ and a point $f_{0} \in X$, if the points

$$
f_{j}=f_{0} \cdot \mathfrak{g} w(j), \quad 0 \leq j \leq n
$$

are all distinct. If there is a point $f_{0}$ such that $\left(g_{1}, g_{2}, \ldots, g_{k}\right)$ is distinctive for $w$ and $f_{0}$, then, in particular,

$$
f_{0} \cdot \mathfrak{g} w=f_{n} \neq f_{0},
$$

and so $w \neq 1$ in $G$.
We claim that for all $f_{0} \in X$ and $1 \neq w \in F_{k}$, there exists $\mathfrak{h} \in G^{k}$ that is distinctive for $w$ and $f_{0}$. This implies the statement of the theorem. We prove our claim by induction on $n$.

For $n=1$, the word $w$ consists of one letter, and the claim is trivial.
Using the induction assumption, we can find $\mathfrak{g}=\left(g_{1}, \ldots, g_{k}\right) \in G^{k}$ such that $f_{0} \cdot w(i), 0 \leq i<n$, are all distinct. If $f_{n}=f_{0} \cdot \mathfrak{g} w \notin\left\{f_{0}, f_{1}, \ldots, f_{n-1}\right\}$, then we have found the right $\mathfrak{h}=\mathfrak{g}$. So we assume that $f_{n}=f_{j}$ for some $j<n$.

Let

$$
I=\left\{i<n \mid v_{i} \equiv v_{n} \text { or } v_{i+1} \equiv v_{n}^{-1}\right\} .
$$

Then $j \notin I$. Indeed, if $v_{j} \equiv v_{n}$, then $f_{j}=f_{j-1 \cdot \mathfrak{g}} v_{j}=f_{j-1} \cdot v_{n}$ and $f_{j}=f_{n}=f_{n-1} \cdot \mathfrak{g} v_{n}$. Hence $f_{j-1}=f_{n-1}$, a contradiction. If $v_{j+1} \equiv v_{n}^{-1}$, then $f_{j}=f_{j+1} \cdot \mathfrak{g} v_{j+1}^{-1}=f_{j+1} \cdot \mathfrak{g} v_{n}$, $f_{j}=f_{n}=f_{n-1} \mathfrak{g} v_{n}$ and $f_{j+1}=f_{n-1}$, a contradiction (because $j+1 \neq n-1$ in this case since $w$ is reduced).

We have $v_{n} \equiv x_{\ell}^{ \pm 1}$ for some $\ell \leq k$. Put $Y=\left\{f_{i} \mid i \in I\right\}$ and define $\mathfrak{h}=$ $\left(h_{1}, h_{2}, \ldots, h_{k}\right) \in G^{k}$ by $h_{i}=g_{i}$ if $i \neq \ell, h_{\ell}=g_{\ell} c$ if $v_{n}=x_{\ell}$ and $h_{\ell}=c g_{\ell}$ if $v_{n}=x_{\ell}^{-1}$, where $c \in G_{Y}$ is to be chosen later.

Then

$$
f_{i}=f_{i-1 \cdot \mathfrak{g}} v_{i}=f_{i-1} \mathfrak{h} v_{i}, \quad i=1, \ldots, n-1
$$

and $f_{n-1} \mathfrak{h} v_{n}=f_{n} \cdot c$ since $c \in G_{Y}$ (prove that!).
Since $f_{j} \notin Y$, the set $Y^{\prime}=\left\{f_{1}, \ldots, f_{n}\right\} \backslash\left\{f_{j}\right\}$ contains $Y$. Therefore we can choose an element $c \in G_{Y^{\prime}}$ which fixes $Y^{\prime}$ pointwise and does not fix $f_{j}$ hence $f_{j} \cdot c \notin\left\{f_{1}, \ldots, f_{n}\right\}$. Then $\left(h_{1}, \ldots, h_{k}\right)$ is distinctive for $w$ and $f_{0}$.

### 5.5. Subgroups of free groups

### 5.5.1. The definition of a 2 -complex and its fundamental group.

5.5.1.1. 2-complexes. Recall that a 2-complex is a graph in the sense of Serre with a set $F$ (called cells or faces of the complex) and a map from $F$ to the set of cycles (i.e., closed paths) called the boundaries of cells . A 2-complex is called connected if its underlying graph is connected. For example, any van Kampen diagram can be viewed as a connected 2-complex drawn on the plane.

The fundamental group of a connected 2-complex $X$, denoted by $\pi_{1}(X)$, can be (syntactically) defined as follows. Take a maximal (also called spanning) subtree $T$ of $X$. Let $E$ be the set of positive edges of $X$ not in $T$. Label every edge in $T$ by 1 . Then every boundary of a cell of $X$ has label which is a word over $E$. Let $R$ be the set of all these labels. The fundamental group $\pi_{1}(X)$ has the presentation

$$
\operatorname{gp}\langle E \mid R\rangle
$$

Exercise 5.5.1. Prove that every spanning tree in $X$ contains all vertices of $X$, and the number of positive edges in a spanning tree is the number of vertices minus 1. Prove that a different choice of a spanning tree $T$ gives an isomorphic group. Hint: To prove the last statement, use the next Exercise 5.5.2,

An alternative definition of the fundamental group is the following. Let $u$ be a vertex in $X, L(X, u)$ be the set of all cycles starting and ending at $u$. The cycles can be multiplied in the natural way (concatenation), and the product is associative, so $L(X, u)$ is a semigroup. Now we define an equivalence relation ~ on $L(X, u)$ generated by the following two kinds of (positive) moves:

- If a cycle $p$ contains two consecutive mutually inverse edges $e e^{-1}$, we can eliminate these two edges, producing a new cycle.
- If a cycle $p$ contains a closed subpath $e_{1} e_{2} \ldots e_{n}$ which is a cyclic shift of one of the boundaries of cells, we can eliminate that subpath.

Exercise 5.5.2. Show that ~ is a congruence relation on the semigroup $L(X, u)$ and $L(X, u) / \sim$ is a group. Show that $\pi_{1}(X)$ is isomorphic to $L(X, u) / \sim$. Hint: The isomorphism takes an edge from $E$ to the closed path $p_{e_{-}} e p_{e_{+}}^{-1}$ where for every vertex $x$ in $X, p_{x}$ is the unique simple path on the spanning tree $T$ connecting $u$ and $x$.

Thus one can view elements of $\pi_{1}(X)$ as cycles in $X$ starting and ending at $u$.

Exercise 5.5.3. Let $G=\operatorname{gp}\langle X \mid R\rangle$. Consider the following presentation 2-complex $C(\mathcal{P})$ : it has one vertex, one edge for each letter from $X$ labeled by the letter from $X$, and one cell for each $r \in R$ : the closed path that reads the word $r$. Show that $\pi_{1}(C(G))$ is isomorphic to $G$.

We see that 2-complexes and presentations are basically the same things. But presentations are syntactic objects while 2-complexes can be viewed as topological spaces if we glue in discs whose boundaries are the distinguished cycles. The resulting topological space is called a 2-dimensional $C W$-complex.

Exercise 5.5.4. Find a connected 2 -complex with ten vertices whose fundamental group is isomorphic to the surface group $\pi_{1}\left(S_{g}\right), g \geq 1$.

Exercise 5.5.5. Let $C_{1}$ and $C_{2}$ be two disjoint connected 2-complexes. Let $a_{1}, a_{2}$ be vertices in $C_{1}, C_{2}$. Consider the complex $C_{1} \cup C_{2}$, add a vertex $a$ connected by edges to $a_{1}$ and $a_{2}$. Show that the resulting 2 -complex is connected, and its fundamental group is the free product $\pi_{1}\left(C_{1}\right) * \pi_{1}\left(C_{2}\right)$.
5.5.1.2. Fundamental groups of graphs. If a 2-complex does not contain cells, i.e., is simply a graph (in the sense of Serre), then the fundamental group does not have relations, hence it is free. The next theorem now follows from the second part of Exercise 1.3.11.

Theorem 5.5.6. (1) The fundamental group of every finite connected graph $\Gamma$ is free.
(2) The rank of the free group is the number of positive edges of $\Gamma$ minus the number of vertices plus 1 .

Exercise 5.5.7. Let $\Gamma$ be a connected finite graph in the sense of Serre with the set $V$ of vertices. For every $x \in V$ let $d_{x}$ be the out-degree of the vertex $x$. Prove that the rank of the fundamental group of $\Gamma$ is equal to $\frac{1}{2} \sum\left(d_{x}-2\right)+1$. Hint: Use induction on the number of edges. First assume that the graph is a tree, reduce the problem to a smaller tree obtained by removing a leaf and its (mutually inverse) edges. Next suppose that the graph is not a tree, and so there exists an edge $e$ such that removing edges $e^{ \pm 1}$ (but leaving vertices $e_{-}$and $e_{+}$) we obtains a connected graph again. Then use the induction assumption for this smaller graph.

Remark 5.5.8. An analog of Theorem 5.5 .6 is true for countable graphs as well: the fundamental group of a graph is always free. The rank of the free group is finite if and only if the ranks of fundamental groups of all finite subgraphs of the graph are bounded from above. For example, the rank of the fundamental group of the graph on Figure 5.30 is equal to 1 (for every base vertex $u$ ) while the rank of the fundamental group of the graph on Figure 5.31 is infinite.


Figure 5.30. The rank of the fundamental group of this graph is 1


Figure 5.31. The rank of the fundamental group of this graph is $\infty$

### 5.5.2. Subgroups of free groups and inverse automata.

5.5.2.1. Constructing an inverse automaton from a subgroup of a free group. Let $H$ be a subgroup of the free group $F=\operatorname{gp}\langle A\rangle$ generated by words $u_{1}, \ldots, u_{n}$ in $A \cup A^{-1}$ (we assume that $A \cap A^{-1}=\varnothing$ and $A$ is finite). Consider the linear diagrams $\varepsilon\left(u_{i}\right), i=1, \ldots, n$.


Figure 5.32. Constructing an automaton recognizing a subgroup of a free group generated by $a b a^{-1}, b$

Identify the initial and terminal vertices of these diagrams to obtain a union of labeled circles connected at a distinguished vertex, denote it by $\mathbf{1}$. This graph can be viewed as a graph in the sense of Serre (see Section 1.3.5) with correct labeling: positive edges have labels from $A$, negative edges have labels from $A^{-1}$ (if $e$ has label $a$, then $e^{-1}$ has label $a^{-1}$ ). Let $\overline{\mathcal{A}}$ be this automaton.

Let $\mathcal{A}$ be the inverse automaton obtained from $\overline{\mathcal{A}}$ by foldings as in Section 1.3.5. Let the vertex 1 be the input and output vertex of the automaton.

Figure 5.32 shows the process of constructing $\mathcal{A}$ for the subgroup

$$
H=\left\langle a b a^{-1}, b\right\rangle .
$$

Theorem 5.5.9. (1) The automaton $\mathcal{A}$ recognizes those and only those reduced words that represent elements of $H$.
(2) The language of all reduced words from $H$ is rational.
(3) The group $H$ is isomorphic to the fundamental group of the underlying graph of $\mathcal{A}$.

Proof. Let $w$ be a reduced word from $H$. Then $w$ is freely equal to a word $\bar{w}$ that is a product of words $u_{i}$ and their inverses. The word $\bar{w}$ is then accepted by $\overline{\mathcal{A}}$. The word $w$ is obtained from $\bar{w}$ by a sequence of rewritings using rewriting rules $a a^{-1} \rightarrow 1, a \in A^{ \pm 1}: \bar{w} \equiv w_{1} \rightarrow w_{2} \rightarrow \cdots \rightarrow w_{k} \equiv w$. Then $w_{1}$ is accepted by an automaton obtained from $\bar{a}$ by one folding, $w_{2}$ is accepted by an automaton obtained from $\overline{\mathcal{A}}$ by at most two foldings. By induction, we conclude that $w$ is accepted by an automaton $\hat{\mathcal{A}}$ obtained from $\overline{\mathcal{A}}$ by several foldings. By Exercise 1.7.13, the rewriting system where objects are automata and rules are foldings is Church-Rosser. Therefore $\mathcal{A}$ (being a terminal object) is obtained from $\hat{\mathcal{A}}$ by several foldings. It is easy to check that the language accepted by $\mathcal{A}$ contains the language accepted by $\hat{\mathcal{A}}$ (check it by induction on the number of foldings needed to get $\mathcal{A}$ from $\hat{\mathcal{A}}$ ). Hence $w$ is accepted by $\mathcal{A}$.

Let

$$
\begin{equation*}
\overline{\mathcal{A}} \rightarrow \mathcal{A}_{1} \rightarrow \cdots \rightarrow \mathcal{A}_{m}=\mathcal{A} \tag{5.5.1}
\end{equation*}
$$

be a sequence of automata such that $\mathcal{A}_{i+1}$ is obtained from $\mathcal{A}_{i}$ by one folding of edges $e_{i}, e_{i}^{\prime}\left(\right.$ with $\left.\iota\left(e_{i}\right)\right)=\iota\left(e_{i}^{\prime}\right)$ and the same label $\left.a_{i}\right)$. Let $x_{i+1}$ be the head of the edge $f_{i+1}$ in $\mathcal{A}_{i+1}$ that is the result of the folding of $e_{i}, e_{i}^{\prime}$. Note that there exists a homomorphism $\phi_{i}$ from $\mathcal{A}_{i}$ to $\mathcal{A}_{i+1}$ which takes every edge except for $e_{i}, e_{i}^{\prime}$ and their inverses to themselves and $e_{i}, e_{i}^{\prime}$ to $f_{i+1}$.

Clearly every word accepted by $\overline{\mathcal{A}}$ is a product of words $u_{j}$ and their inverses, so it represents an element of $H$. Thus it is enough to prove (for every $i=$ $1, \ldots, m-1)$ that if $w$ is any word accepted by $\mathcal{A}_{i+1}$, then there exists a word $w^{\prime}$ accepted by $\mathcal{A}_{i}$ and freely equal to $w$. The word $w$ labels a cycle $p$ starting and ending at the vertex 1 .

So we shall achieve our goal if we prove the following
Lemma 5.5.10. For every path $p$ in $\mathcal{A}_{i+1}$ starting at $\mathbf{1}$, there exists a path in $\mathcal{A}_{i}$ with $\operatorname{Lab}\left(p^{\prime}\right)=\operatorname{Lab}(p)$ in the free group and $\phi_{i}\left(\tau\left(p^{\prime}\right)\right)=\tau(p)$.

Proof. Induction on the length of the path $p$. If $p$ has no edges, there is nothing to prove. Suppose $p=q e$ where $e$ is an edge. By induction, there exists a path $q^{\prime}$ in $\mathcal{A}_{i}$ starting at $\mathbf{1}$, and satisfying $\operatorname{Lab}\left(q^{\prime}\right)=\operatorname{Lab}(q), \phi_{i}\left(\tau\left(q^{\prime}\right)\right)=\tau(q)$.

Case 1. Suppose that $\tau(q) \neq \tau\left(f_{i+1}\right), e \neq f_{i+1}$. Then $e$ has unique pre-image $e^{\prime}$ in $\mathcal{A}_{i}$, and we can set $p^{\prime}=q^{\prime} e^{\prime}$.

Case 2. Suppose that $\tau(q) \neq \tau\left(f_{i+1}\right), e=f_{i+1}$. Then we can set $p^{\prime}=q^{\prime} e_{i}$.

Case 3. Suppose that $\tau(q)=\tau\left(f_{i+1}\right)$. Then $\tau\left(q^{\prime}\right)$ must be equal to either $\tau\left(e_{i}\right)$ or $\tau\left(e_{i+1}\right)$. Without loss of generality assume that $\tau\left(q^{\prime}\right)=\tau\left(e_{i}\right)$.

Case 3.1. Suppose that there exists an edge $e^{\prime}$ in $\mathcal{A}_{i}$ with $\iota\left(e^{\prime}\right)=\tau(q)$, $\operatorname{Lab}\left(e^{\prime}\right)=\operatorname{Lab}(e)$. Then we can set $p^{\prime}=q^{\prime} e^{\prime}$.

Case 3.2. Suppose that there is no edge $e^{\prime}$ in $\mathcal{A}_{i}$ with $\iota\left(e^{\prime}\right)=\tau\left(q^{\prime}\right)=\tau\left(e_{i}\right)$, $\operatorname{Lab}\left(e^{\prime}\right)=\operatorname{Lab}(e)$. Then by the definition of folding there must exist an edge $e^{\prime}$ with $\iota\left(e^{\prime}\right)=\tau\left(e_{i}^{\prime}\right), \operatorname{Lab}\left(e^{\prime}\right)=\operatorname{Lab}(e)$. Then we can set $p=q^{\prime} e_{i}^{-1} e_{i}^{\prime} e^{\prime}$.

This completes the proof of Part (1) of Theorem 5.5.9.
To prove Part (2) note that the language of reduced words from $H$ is the intersection of the language of words recognized by the automaton $\mathcal{A}$ and the language of reduced words which is rational by Exercise 1.3.5. Since the intersection of two rational languages is rational by Lemma 1.3.4, the second part of Theorem 5.5 .9 follows.

To prove Part (3) notice that if two cycles in the underlying graph $\Gamma$ of $\mathcal{A}$ are equivalent (the equivalence is defined in Section [5.5.1.1), then their labels are equal in the free group. Therefore there exists a homomorphism Lab from the fundamental group of the underlying graph of $\mathcal{A}$ to $H$. That homomorphism takes every circle starting and ending at $\mathbf{1}$ to its label.

Clearly the homomorphism is surjective. It remains to show that if $\operatorname{Lab}(p)$ is equal to 1 in $H$, then the cycle $p$ is equivalent to 1 (the path with no edges). Let $p$ be a cycle with $\operatorname{Lab}(p)=1$ in the free group and a shortest cycle in its equivalence class. By contradiction, suppose that $p$ is not empty. Since $\operatorname{Lab}(p)=1$, the word $\operatorname{Lab}(p)$ must contain a subword $a a^{-1}$ for some $a \in A \cup A^{-1}$. Since $\mathcal{A}$ is an inverse automaton, that means $p$ must contain a subpath consisting of two consecutive mutually inverse edges $e e^{-1}$. Removing that subpath, we get a path $p^{\prime}$ whose label is equal to $\operatorname{Lab}(p)$ in the free group. But $p^{\prime}$ is shorter than $p$, a contradiction.

Remark 5.5.11. If a subgroup $H$ was not finitely generated, then we still could construct an (infinite) automaton $\mathcal{A}$ that recognizes words from $H$ by the same procedure as above.

Exercise 5.5.12. Show that the automaton $\mathcal{A}$ depends only on the subgroup $H$ and does not depend on the generating set $u_{1}, \ldots, u_{n}$. Hint: Consider all words $u$ in $H$ and the corresponding linear diagrams $\varepsilon(u)$. Construct the (infinite) automaton $\hat{\mathcal{A}}$ identifying $\iota(\varepsilon(u))$ and $\tau(\varepsilon(u))$ for all $u$. Show that the automaton obtained by all foldings from $\hat{\mathcal{A}}$ is equal to the automaton $\mathcal{A}$ described above.

Remark 5.5.13. Recall that inverse bi-rooted automata where input and output vertices coincide are idempotents in E-unitary inverse semigroups (see Section 3.8.3). Thus Theorem 5.5.9 gives a connection between idempotents of inverse semigroups and finitely generated subgroups of free groups. For more on this see Margolis-Meakin-Sapir [221].
5.5.2.2. Some properties of subgroups of free groups. Theorem 5.5.9 gives many important results about subgroups of free groups almost "for free". Here we present only three of these results.

Theorem 5.5.14. Every free group of at most countable rank embeds into the free group of rank 2.

Proof. Consider the following subgroup of the free group $F_{2}=\operatorname{gp}\langle a, b\rangle$ of rank 2: $H$ is generated by words $a^{-i} b a^{i}, i \geq 0$. Then the automaton $\mathcal{A}$ looks as on Figure 5.33 (check that!). Hence by Theorem 55.5.9 and Remark 5.5 .8 the rank of the free group $H$ is infinite.


Figure 5.33. An infinite inverse automaton recognizing a free subgroup of $F_{2}$ of infinite rank

Theorem 5.5.15 (Schreier property). Every subgroup of the free group is free.

Proof. Indeed, it follows from Theorems [5.5.9, 5.5.6 and Remark [5.5.8,
Theorem 5.5.16 (P. Hall's LERF property). For every finitely generated subgroup $H$ of a free group $F$ and every element $w \notin H$, there exists a homomorphism from $F$ onto a finite group such that $\phi(w) \notin \phi(H)$.

Proof. Let $\mathcal{A}=(Q, A)$ be the finite inverse automaton recognizing $H$ with input=output vertex 1 . Let $\varepsilon(w)$ be the linear diagram for $w$. Let us identify $\iota(\varepsilon(w))$ with vertex 1 , and do all foldings in the resulting automaton to produce an inverse automaton $\mathcal{A}^{\prime}=\left(Q^{\prime}, A\right)$. Note that $\mathcal{A}^{\prime}$ recognizes all reduced words from $H$ but does not recognize $w$. Note that every $a \in A$ induces a partial injective map $\cdot a: Q^{\prime} \rightarrow Q^{\prime}$ (the map is injective because $\mathcal{A}^{\prime}$ is an inverse automaton). Extend each map $\cdot a, a \in A$ to a permutation $\alpha_{a}, a \in A$ of the set $Q$. The substitution $a \mapsto \alpha_{a}$ extends to a homomorphism $\phi$ from the free group $\operatorname{gp}\langle A\rangle$ onto the finite group $S$ generated by all the permutations $\alpha_{a}, a \in A$. Note that for every $g \in H$, we have $\phi(g): 1 \mapsto 1$ while $\phi(w): 1 \mapsto 1 \cdot w \neq 1$. Hence $\phi(w) \notin H$.

Theorem 5.5.17 (Howson property). The intersection of any two finitely generated subgroups of a free group is finitely generated.

Proof. Let $\mathcal{A}_{i}=\left(Q_{i}, A\right)$ be an inverse automaton recognizing the subgroup $H_{i}, i=1,2$. Then by Lemma 1.3 .4 the intersection $H_{1} \cap H_{2}$ is recognized by the equalizer automaton $\mathcal{A}$. It is easy to see that $\mathcal{A}$ is also an inverse automaton. Hence by Part (3) of Theorem 5.5.9 and Theorem 5.5.6 the subgroup $H_{1} \cap H_{2}$ is finitely generated.

Remark 5.5.18. A more careful analysis of the equalizer automaton $\mathcal{A}$ gives that the rank $r$ of $H_{1} \cap H_{2}$ and ranks $r_{i}$ of subgroups $H_{i}$ satisfy the following inequality

$$
r-1 \leq 2\left(r_{1}-1\right)\left(r_{2}-1\right)
$$

(see Hanna Neumann [246, 247], and proofs involving inverse automata by Wilfried Imrich [155, Walter Neumann [249]). The claim that one can replace in this inequality 2 by 1 is the famous Hanna Neumann conjecture which was open since mid 50s and was recently settled in the affirmative by Friedman and Mineyev (see Section 5.9.5).

### 5.6. Diagram groups

5.6.1. The Squier complex of a string rewriting system. With every string rewriting system $\mathcal{P}=\operatorname{sr}\langle X \mid \mathcal{R}\rangle$ we can associate a 2-complex $S(\mathcal{P})$, called the Squier complex [307]. Its vertices are all words from $X^{+}$, positive edges are the elementary diagrams $(p, u \rightarrow v, q)$ with tail $p u q$ and head $p v q$, and cells correspond to independent rewritings: if $u_{1} \rightarrow v_{1}$ and $u_{2} \rightarrow v_{2}$ are from $R$ and a vertex of $S(\mathcal{P})$ (i.e., a word in $X$ ) has the form $p u_{1} q u_{2} r$ where $p, q, r$ are words, then the path with edges

$$
\left(p, u_{1} \rightarrow v_{1}, q u_{2} r\right)\left(p v_{1} q, u_{2} \rightarrow v_{2}, r\right)\left(p, u_{1} \rightarrow v_{1}, q v_{2} r\right)^{-1}\left(p u_{1} q, u_{2} \rightarrow v_{2}, r\right)^{-1}
$$

is a cell of $S(\mathcal{P})$. Note that this path is the trivial way to complete the diamond with two edges $\left(p, u_{1} \rightarrow v_{1}, q u_{2} r\right)$ and ( $p u_{1} q, u_{2} \rightarrow v_{2}, r$ ).
5.6.2. Diagrams as 2-dimensional words, diagram groups.
5.6.2.1. Diagram monoids and groups. The definition. First let us give a formal definition of a diagram introduced in Section 1.7.4. In order to distinguish these diagrams from van Kampen diagrams, let us call these semigroup diagrams.

An informal definition of semigroup diagrams has been essentially given in Section (1.7.4): a semigroup diagram is a planar directed labeled graph tesselated by cells. Each diagram $\Delta$ has the top path $\boldsymbol{\operatorname { t o p }}(\Delta)$, the bottom path, $\operatorname{bot}(\Delta)$ the initial and terminal vertices $\iota(\Delta)$ and $\tau(\Delta)$. These are common vertices of $\boldsymbol{\operatorname { t o p }}(\Delta)$ and $\boldsymbol{\operatorname { b o t }}(\Delta)$. The whole diagram is situated between the top and the bottom paths, and every edge of $\Delta$ belongs to a (directed) path in $\Delta$ between $\iota(\Delta)$ and $\tau(\Delta)$.

More formally, let $X$ be an alphabet. For every $x \in X$ we define the trivial diagram $\varepsilon(x)$ which is just an edge labeled by $x$. The top and bottom paths of $\varepsilon(x)$ are equal to $\varepsilon(x), \iota(\varepsilon(x))$ and $\tau(\varepsilon(x))$ are the tail and the head vertices of the edge. If $u$ and $v$ are words in $X$, a cell $(u \rightarrow v)$ is a planar graph consisting of two directed labeled paths, the top path labeled by $u$ and the bottom path labeled by $v$, connecting the same points $\iota(u \rightarrow v)$ and $\tau(u \rightarrow v)$. There are three operations that can be applied to diagrams in order to obtain new diagrams.
(1) Addition. Given two diagrams $\Delta_{1}$ and $\Delta_{2}$, one can identify $\tau\left(\Delta_{1}\right)$ with $\iota\left(\Delta_{2}\right)$. The resulting planar graph is again a diagram denoted by $\Delta_{1}+\Delta_{2}$, whose top (bottom) path is the concatenation of the top (bottom) paths of $\Delta_{1}$ and $\Delta_{2}$. If $u=x_{1} x_{2} \ldots x_{n}$ is a word in $X$, then we denote $\varepsilon\left(x_{1}\right)+\varepsilon\left(x_{2}\right)+\cdots+\varepsilon\left(x_{n}\right)$ (i.e., a simple path labeled by $u$ ) by $\varepsilon(u)$ and call this diagram also trivial.


Figure 5.34. Operations on diagrams
(2) Multiplication. If the label of the bottom path of $\Delta_{1}$ coincides with the label of the top path of $\Delta_{2}$, then we can multiply $\Delta_{1}$ and $\Delta_{2}$, identifying $\operatorname{bot}\left(\Delta_{1}\right)$ with $\boldsymbol{\operatorname { t o p }}\left(\Delta_{2}\right)$. The new diagram is denoted by $\Delta_{1} \circ \Delta_{2}$. The vertices $\iota\left(\Delta_{1} \circ \Delta_{2}\right)$ and $\tau\left(\Delta_{1} \circ \Delta_{2}\right)$ coincide with the corresponding vertices of $\Delta_{1}, \Delta_{2}$, $\operatorname{top}\left(\Delta_{1} \circ \Delta_{2}\right)=\operatorname{top}\left(\Delta_{1}\right), \operatorname{bot}\left(\Delta_{1} \circ \Delta_{2}\right)=\operatorname{bot}\left(\Delta_{2}\right)$.
(3) Inversion. Given a semigroup diagram $\Delta$, we can flip it about a horizontal line obtaining a new semigroup diagram $\Delta^{-1}$ whose top (bottom) path coincides with the bottom (top) path of $\Delta$.

Definition 5.6.1. A semigroup diagram over a string rewriting system $\mathcal{P}=$ $\operatorname{sr}\left\langle X \mid u_{i} \rightarrow v_{i}, i \in I\right\rangle$ is any labeled graph obtained from the trivial diagrams and cells $u_{i} \rightarrow v_{i}, i \in I$, by the operations of addition, multiplication and inversion. If the top path of a diagram $\Delta$ is labeled by a word $u$ and the bottom path is labeled by a word $v$, then we call $\Delta$ a $(u, v)$-diagram over $\mathcal{P}$.

One can also give a slightly different definition of a semigroup diagram using the elementary diagrams from Section 1.7.4.

Definition 5.6.2. A diagram over a string rewriting system $\mathcal{P}$ is any labeled graph obtained as a product of elementary diagrams corresponding to the rules of $\mathcal{P}$ and their inverses.

Exercise 5.6.3. Prove that the Definitions 5.6.1 and 5.6 .2 are equivalent.
Exercise 5.6.4. Show that the diagram $x_{0}$ on Figure 5.38 is equal to

$$
\left(x \rightarrow x^{2}\right) \circ\left(\varepsilon(x)+\left(x \rightarrow x^{2}\right)\right) \circ\left(\left(x \rightarrow x^{2}\right)^{-1}+\varepsilon(x)\right) \circ\left(\left(x \rightarrow x^{2}\right)^{-1}\right) .
$$

Represent $x_{1}$ from the same Figure as a product of sums of cells and trivial diagrams.

As for planar trees, two semigroup diagrams are called equal if there exists a continuous deformation of the plane that takes one of them to another. We do not distinguish equal diagrams (as we do not distinguish identically equal
words or equal trees). In order to avoid confusion of different kinds of equality of diagrams, words, etc., equal diagrams will be also called isotopic and we will use the symbol $\equiv$ to denote isotopy of diagrams.

Recall that an ( $u, u$ )-diagram is called spherical. For every word $u$, the set of all ( $u, u$ )-diagrams with operation $\circ$ is a monoid whose identity element is the linear diagram $\varepsilon(u)$ corresponding to the word $u$. That monoid is denoted by $\mathrm{DM}(\mathcal{P}, u)$ and is called the diagram monoid corresponding to the presentation $\mathcal{P}$ and the word $u$.

Two cells in a semigroup diagram form a dipole if the bottom path of the first cell coincides with the top path of the second cell, and the cells are inverses of each other. In this case, we can obtain a new diagram removing the two cells and replacing them by the top path of the first cell. This operation is called elimination of dipoles. The new diagram is called equivalent to the initial one. A semigroup diagram is called reduced if it does not contain dipoles.

Exercise 5.6.5. For every string rewriting system $\Gamma$ consider the following rewriting system. The objects are all semigroup diagrams over $\Gamma$. Positive moves are removing dipoles. Prove that the rewriting system is Church-Rosser, hence there exists exactly one reduced semigroup diagram in every class of equivalent semigroup diagrams over $\Gamma$.

Now let $\mathcal{P}$ be a semigroup presentation and $P=\left\{c_{1}, c_{2}, \ldots\right\}$ be the corresponding collection of cells. The diagram group $\operatorname{DG}(\mathcal{P}, u)$ corresponding to $\mathcal{P}$ and a word $u$ consists of all reduced spherical $(u, u)$-diagrams obtained from the cells of $P$ and linear diagrams by using the three operations mentioned above. The product $\Delta_{1} \Delta_{2}$ of two diagrams $\Delta_{1}$ and $\Delta_{2}$ is the reduced diagram obtained by removing all dipoles from $\Delta_{1} \circ \Delta_{2}$. By Exercise 5.6 .5 the multiplication is well defined.

Exercise 5.6.6. Prove that $\operatorname{DG}(P, u)$ is a group which is a quotient of $\mathrm{DM}(P, u)$ by the equivalence relation define above. That equivalence relation is in fact a congruence.
5.6.3. Diagram groups and Squier complexes. There is a close connection between diagram groups of semigroup presentations and the Squier complexes of the corresponding rewriting systems.

Exercise 5.6.7 (Guba, Sapir [135]). Show that the diagram group DG $(P, u)$ is the fundamental group of the connected component of the Squier complex $S(P)$ containing $u$. Hint: Consider semigroup diagrams as paths in the Squier complex, spherical diagrams being cycles. Show that equivalent diagrams correspond to cycles that are equal in the fundamental group (using the solution of Exercise 5.6.5.)
5.6.4. Diagram groups. Examples. The following five exercises can be solved by finding fundamental groups of the corresponding Squier complexes (Exercise 5.6.7).

Exercise 5.6.8. Let $\mathcal{P}=\operatorname{sr}\langle a \mid a \rightarrow a\rangle$. Show that
(1) The diagram group $\operatorname{DG}(\mathcal{P}, a)$ is isomorphic to $\mathbb{Z}$.
(2) The diagram group $\operatorname{DG}\left(\mathcal{P}, a^{n}\right)$ is isomorphic to the free commutative group $\mathbb{Z}^{n}$.
Exercise 5.6.9. Let $\mathcal{P}=\operatorname{sr}\langle a \mid a \rightarrow a, a \rightarrow a\rangle$ (yes, two same rules). Show that $\operatorname{DG}(\mathcal{P}, a)$ is the free group with two generators.

Exercise 5.6.10. Let $\mathcal{P}=\operatorname{sr}\langle a b \rightarrow a, b c \rightarrow c, b \rightarrow b\rangle$. Show that $\operatorname{DG}(\mathcal{P}, a c)$ is isomorphic to $\mathbb{Z} \imath \mathbb{Z}$ (see Exercise 1.8.25).

Exercise 5.6.11. Let $\mathcal{P}_{i}, i=1,2$, be a presentation $\operatorname{sg}\left\langle X_{i} \mid \mathcal{R}_{i}\right\rangle$, where $X_{1}, X_{2}$ are disjoint. Let $\mathcal{P}=\mathcal{P}_{1} \cup \mathcal{P}_{2}$. Show that for every two words $u_{1} \in X_{1}^{+}, u_{2} \in$ $X_{2}^{+}, \mathrm{DG}\left(\mathcal{P}, u_{1} u_{2}\right)$ is isomorphic to the direct product $\operatorname{DG}\left(\mathcal{P}_{1}, u_{1}\right) \times \operatorname{DG}\left(\mathcal{P}_{2}, u_{2}\right)$.

Exercise 5.6.12. Let $\mathcal{P}_{i}, i=1,2$, be a string rewriting system $\operatorname{sr}\left\langle X_{i} \mid \mathcal{R}_{i}\right\rangle$, where $X_{1}, X_{2}$ are disjoint. Let $u_{i}, i=1,2$ be a word in $X_{i}, a$ a letter not in $X_{1} \cup X_{2}$. Consider a rewriting system $\mathcal{P}=\operatorname{sr}\left\langle X_{1} \cup X_{2} \cup\{a\}\right| \mathcal{R}_{1} \cup \mathcal{R}_{2} \cup\{a \rightarrow$ $\left.\left.u_{1}, a \rightarrow u_{2}\right\}\right\rangle$. Show that $\operatorname{DG}(\mathcal{P}, a)$ is isomorphic to the free product $\operatorname{DG}\left(\mathcal{P}_{1}, u_{1}\right) *$ $\mathrm{DG}\left(\mathcal{P}_{2}, u_{2}\right)$. Hint: Use Exercise 5.5.5.
5.6.5. Combinatorics on diagrams. Semigroup diagrams can be considered as 2-dimensional words. Indeed, as we saw in Section 1.2.2, words are linear (1-dimensional) diagrams. Many facts about combinatorics on words have 2-dimensional analogs (see [135]). Here we present a description of commuting diagrams which is similar, in a sense, to the description of commuting words (Theorem 1.2.9). Note, though, that the 2-dimensionality makes a difference. For example, if a spherical diagram $\Delta$ is a sum of two spherical diagrams $\Delta_{1}, \Delta_{2}$, then every diagram $\Delta_{1}^{k}+\Delta_{2}^{m}, m, n \geq 0$ commutes with $\Delta$. Hence it is not true that every two commuting diagrams have common powers (as in Theorem 1.2.9). Our goal is to show that in fact this is basically the only difference between 2dimensional and 1-dimensional diagrams (so the situation here is somewhat similar to the situation in free associative algebras, see Section 4.3). Moreover, the proof we are giving (following [135) is very similar to Guba's proof of Theorem 1.2.9.

In what follows, we fix a semigroup presentation $\mathcal{P}$, and consider the diagram monoid $\operatorname{DM}(\mathcal{P})$ (which is a 2 -dimensional analog of a free monoid rather than the free group).
5.6.5.1. Some basic properties of semigroup diagrams. The following lemmas contain the main properties of semigroup diagrams.

Lemma 5.6.13. Every positive path in a diagram is a simple arc (we consider diagrams as graphs in the sense of Serre as in Section 1.3.4).

Lemma 5.6.14. (a) For every vertex $v$ of a diagram $\Delta$ there exists a positive path from $\imath(\Delta)$ to $\tau(\Delta)$ passing through $v$.
(b) Every diagram $\Delta$ has exactly one source-vertex $\imath(\Delta)$ (which has no incoming edges and exactly one sink-vertex $\tau(\Delta)$ (which has no outgoing edges).
(c) For any vertex $v$ of $\Delta$ that does not coincide with $\imath(\Delta)$ and $\tau(\Delta)$ there exists an enumeration of positive edges incident to $v$ in the clockwise order: $e_{1}, \ldots, e_{n}$ such that for some $k, 1 \leq k<n$, edges $e_{1}, \ldots, e_{k}$ are outgoing and edges $e_{k+1}, \ldots, e_{n}$ are incoming, see Figure 5.35.


Figure 5.35. Outgoing and incoming edges incident to a vertex in a semigroup diagram do not mix

Lemma 5.6.15. Every positive path $p$ in a diagram $\Delta$ from $\imath(\Delta)$ to $\tau(\Delta)$ divides $\Delta$ into two diagrams $\Delta_{1}$ and $\Delta_{2}$ such that $\boldsymbol{\operatorname { b o t }}\left(\Delta_{1}\right)=\boldsymbol{\operatorname { t o p }}\left(\Delta_{2}\right)=p$ and $\Delta=\Delta_{1} \circ \Delta_{2}$.

All three of these lemmas can be easily proved by induction on the number of cells.

Exercise 5.6.16. Prove Lemmas 5.6.13 [5.6.15,
5.6.5.2. Nice and simple diagrams. A diagram is called simple if it is not a linear diagram and not a sum of nontrivial diagrams, that is its top and bottom paths have exactly two vertices in common. A not necessarily spherical diagram $\Delta$ is called nice if for every decomposition $\Delta \equiv \Delta_{1}+\Delta_{2}$ at least one of the diagrams $\Delta_{1}$ and $\Delta_{2}$ is spherical. In other words a diagram is called nice if every common vertex of the paths $\boldsymbol{\operatorname { t o p }}(\Delta)$ and $\boldsymbol{\operatorname { b o t }}(\Delta)$ determines decompositions $\boldsymbol{\operatorname { t o p }}(\Delta)=p^{\prime} p^{\prime \prime}, \operatorname{bot}(\Delta)=q^{\prime} q^{\prime \prime}$ such that $\operatorname{Lab}\left(p^{\prime}\right) \equiv \operatorname{Lab}\left(q^{\prime}\right)$ or $\operatorname{Lab}\left(p^{\prime \prime}\right) \equiv \operatorname{Lab}\left(q^{\prime \prime}\right)$.

Lemma 5.6.17. For every spherical diagram $\Delta$ there exists $n>0$ such that $\Delta^{m}$ is nice for every $m \geq n$.

Proof. We shall use an induction on the number of possible decompositions $\Delta \equiv \Delta_{1}+\Delta_{2}$ where $\Delta_{i}$ are not spherical. This number is equal to the number of common vertices $v$ of $\boldsymbol{\operatorname { t o p }}(\Delta)$ and $\boldsymbol{\operatorname { b o t }}(\Delta)$ which correspond to decompositions $\boldsymbol{\operatorname { t o p }}(\Delta)=p^{\prime} p^{\prime \prime}, \boldsymbol{\operatorname { b o t }}(\Delta)=q^{\prime} q^{\prime \prime}$ such that $\operatorname{Lab}\left(p^{\prime}\right) \not \equiv \operatorname{Lab}\left(q^{\prime}\right), \operatorname{Lab}\left(p^{\prime \prime}\right) \not \equiv \operatorname{Lab}\left(q^{\prime \prime}\right)$ (why?).

Let us choose such a decomposition with the shortest possible path top $\left(\Delta_{1}\right)$. In this case the path $\operatorname{bot}\left(\Delta_{1}\right)$ will also be the shortest possible. Then $\Delta_{1}$ is nice. Let $v$ be the common vertex $\operatorname{of} \operatorname{top}(\Delta)$ and $\operatorname{bot}(\Delta)$ which determines this decomposition. Consider the diagram $\Delta^{2} \equiv \Delta^{\prime} \circ \Delta^{\prime \prime}$ where $\Delta^{\prime}$ and $\Delta^{\prime \prime}$ are isotopic copies of $\Delta$. Let $v^{\prime}$ and $v^{\prime \prime}$ be the representatives of $v$ in $\Delta^{\prime}$ and $\Delta^{\prime \prime}$ respectively. As above we can assume that the bottom path of $\Delta_{1}$ is longer than the top path of this diagram, so $\Delta^{2}$ has the form on Figure 5.36.

Let $w$ be an arbitrary common vertex of $\boldsymbol{\operatorname { t o p }}\left(\Delta^{2}\right)$ and $\operatorname{bot}\left(\Delta^{2}\right)$ distinct from the initial and the terminal vertices of $\Delta^{2}$. Every such vertex belongs also to $\boldsymbol{\operatorname { b o t }}\left(\Delta^{\prime}\right)=\boldsymbol{\operatorname { t o p }}\left(\Delta^{\prime \prime}\right)$. Therefore $w$ divides both $\Delta^{\prime}$ and $\Delta^{\prime \prime}$ into a sum of two diagrams. Thus the representative of $w$ in $\Delta$ cuts $\Delta$ into a sum of two subdiagrams. If both of these subdiagrams are spherical, then $w$ divides $\Delta^{2}$ into a sum of spherical diagrams.


Figure 5.36. The square of a diagram which is a sum of nonspherical subdiagrams

Consider all vertices on $\operatorname{bot}(\Delta)$ whose representatives in $\boldsymbol{\operatorname { b o t }}\left(\Delta^{\prime \prime}\right)$ determine decompositions of $\Delta^{2}$ into sums of two non-spherical diagrams. As we have established in the previous paragraph, these vertices belong to the set of vertices of $\boldsymbol{\operatorname { b o t }}(\Delta)$ which determine decompositions of $\Delta$ with the similar property. But the vertex $v$ which belongs to the second set does not belong to the first set. Indeed, its representative $v^{\prime \prime}$ belongs to $\boldsymbol{\operatorname { b o t }}\left(\Delta_{1}\right)$ and $\Delta_{1}$ is a nice diagram. Therefore the number of decompositions of $\Delta^{2}$ into a sum of non-spherical diagrams is smaller than the number of similar decompositions of $\Delta$. Applying the induction hypothesis we deduce that $\Delta^{n}$ is nice for some $n$. Finally, if $\Delta^{n}$ is nice, then $\Delta^{m}$ is nice as well for every $m>n$ (why?).

Every spherical diagram $\Delta$ can be uniquely decomposed into a sum of spherical diagrams $\Delta_{1}+\Delta_{2}+\ldots+\Delta_{m}$ where each summand is either a linear diagram or indecomposable into a sum of spherical diagrams, and there are no consecutive linear summands. We call these summands components of the diagram $\Delta$.

Exercise 5.6.18. Prove that a diagram $\Delta$ is nice if and only if each component of $\Delta$ is either simple or linear.
5.6.5.3. Automorphisms of spherical graphs. Let $\Delta$ be a simple spherical diagram. Identifying $\boldsymbol{\operatorname { t o p }}(\Delta)$ and $\boldsymbol{\operatorname { b o t }}(\Delta)$ we obtain a graph $\Gamma$ on a sphere $S^{2}$. We denote the images of the vertices $\imath(\Delta)$ and $\tau(\Delta)$ by $s_{1}$ and $s_{2}$ respectively. Consider the group of homeomorphisms of $S^{2}$ (i.e., bijective continuous maps from $S^{2}$ onto itself) which preserve the orientation of the sphere and induces automorphisms of the graph $\Gamma$ (this means that the homeomorphisms must take vertices of $\Gamma$ to vertices, edges to edges and preserve the incidence relation). Notice that such homeomorphisms must stabilize $s_{1}$ and $s_{2}$ since $s_{1}$ is the only "source" in $\Gamma$ (there are no positive edges coming into $s_{1}$ ) and $s_{2}$ is the only "sink" in $\Gamma$ (there are no positive edges coming out of $s_{2}$ ).

Consider all automorphisms of $\Gamma$ induced by these homeomorphisms of $S^{2}$. We call these automorphisms spherical. Clearly these automorphisms form a
group which we shall denote by $G$. Since $\Gamma$ is a finite graph the group $G$ is finite. Our goal is to describe this group.

Lemma 5.6.19. Let $\psi: \Gamma \rightarrow \Gamma$ be a spherical automorphism. If $\psi$ stabilizes a vertex $v$ of $\Gamma$ which is different from $s_{1}$ and $s_{2}$ or $\psi$ stabilizes an edge, then $\psi$ is the identity.

Proof. Let $\psi: \Gamma \rightarrow \Gamma$ be a spherical automorphism induced by a homeomorphism $\phi: S^{2} \rightarrow S^{2}$. Let $e_{1}, \ldots, e_{n}$ be the positive edges of $\Gamma$ coming out of $s_{1}$ and numbered in, say, the clockwise order. Since $\phi$ preserves the orientation there must be a number $k$ such that $\phi$ takes $e_{i}$ to $e_{i+k}$ (here $1 \leq i \leq n$ and the addition is considered modulo $n$ ). Therefore it is clear that if $\psi\left(e_{i}\right)=e_{i}$ for some $i$ then $\psi$ stabilizes all edges $e_{1}, \ldots, e_{n}$.

Suppose that $\psi(v)=v$ for some vertex $v$ different from $s_{1}$ and $s_{2}$. By Lemma 5.6.14 there exists a clockwise enumeration of the positive edges incident to $v$ in the clockwise order: $e_{1}, \ldots, e_{n}$ such that for some $k, 1 \leq k<n$, edges $e_{1}, \ldots, e_{k}$ are outgoing and edges $e_{k+1}, \ldots, e_{n}$ are incoming (we use the fact that $v \neq s_{1}$ and $v \neq s_{2}$ ). Since $\phi(v)=v$, and $\phi$ is a homeomorphism, $\psi$ cyclically shifts the sequence of edges $e_{1}, \ldots, e_{n}$. This cyclic shift must be trivial since $\psi$ cannot map edges coming out of $v$ to edges coming into $v$ or vice versa.

Applying the same argument to the initial vertices of the edges incident to $v$, to the initial vertices of the edges incident to those vertices, etc., we shall finally find an edge $e_{i}$ incident to $s_{1}$ which is stabilized by $\psi$, because $v$ is connected with $s_{1}$. Then as we mentioned before $\psi$ stabilizes all edges $e_{i}$. Since every vertex of $\Gamma$ is connected with the head vertex of one of these edges by a positive path, $\psi$ stabilizes all the vertices of $\Gamma$. Hence $\psi$ is an identity automorphism.

If $\psi(e)=e$ for some edge $e$ then $\psi$ stabilizes the tail and the head of $e$. Therefore it is enough to consider the case $\imath(e)=s_{1}, \tau(e)=s_{2}$. In this case, again, $\psi$ must stabilize all edges coming out of $s_{1}$, which implies that $\psi$ is the identity automorphism.

Lemma 5.6.20. The group $G$ of spherical automorphisms of the spherical graph $\Gamma$ is cyclic. If $m$ is the order of $G$ then there exists a generator $\zeta$ of $G$ and a positive path $p$ on $\Gamma$ from $s_{1}$ to $s_{2}$ such that the following properties hold. The paths $p, \zeta(p), \ldots, \zeta^{m-1}(p)$ subdivide $S^{2}$ into $m$ simple diagrams $\Delta_{i},(1 \leq i \leq m)$, where $\boldsymbol{\operatorname { t o p }}\left(\Delta_{i}\right)=\zeta^{i-1}(p)$ and $\boldsymbol{\operatorname { b o t }}\left(\Delta_{i}\right)=\zeta^{i}(p)$. All diagrams $\Delta_{i}, 1 \leq i \leq m$, are isotopic to the same diagram $\Delta$.

Proof. Denote by $e_{1}, e_{2}, \ldots, e_{n}$ all edges of $\Gamma$ with the tail vertex $s_{1}$. Let the cyclic order on them correspond to, say, the clockwise direction. With each spherical automorphism $\psi: \Gamma \rightarrow \Gamma$ we can associate an integer $k=k(\psi)$ such that $\psi\left(e_{i}\right)=e_{i+k}$ for all $i$ (the addition here is modulo $n$ ). This defines a homomorphism $\psi \mapsto k(\psi)$ from $G$ to $Z_{n}$. Lemma 5.6.19 implies that this homomorphism is injective (prove it!). Thus $G$ embeds in $Z_{n}$, so it is cyclic by Exercise 1.8.11. Denote by $m$ the order of $G$.

Now let $p$ be a shortest positive path on $S$ from $s_{1}$ to $s_{2}$. It is obvious that $p$ does not intersect itself. Let us check that if $\psi: \Gamma \rightarrow \Gamma$ is a spherical nontrivial automorphism, then $p$ and $\psi(p)$ does not have common vertices except $s_{1}$ and
$s_{2}$. We say that a path $q$ in $\Gamma$ is geodesic if any subpath in $q$ cannot be replaced by a shortest path with the same initial and terminal vertices. It is clear that $p$ and $\psi(p)$ are geodesic paths. If they have a common vertex $v$ which is not $s_{1}$ or $s_{2}$ then the subpaths in $p$ and $\psi(p)$ from $s_{1}$ to $v$ have the same length since both paths are geodesic. This implies that $\psi(v)=v$ which is impossible since $\psi$ is nontrivial.

Let $f$ be an edge with the initial vertex $s_{1}$. Its $G$-orbit has exactly $m$ elements since all edges have trivial stabilizers. Denote by $f_{1}, \ldots, f_{m}$ all edges of this orbit cyclically ordered with respect to a given direction of going around $s_{1}$. Denote by $\zeta$ the element of $G$ which takes $f_{1}$ to $f_{2}$. It is clear that $\zeta$ takes $f_{i}$ to $f_{i+1}$ for all $i$ (the addition is modulo $m$ ). Then the order of $\zeta$ equals $m$, so $\zeta$ generates $G$. Without loss of generality it can be assumed that $f_{1}$ is the first edge of $p$. Then the $m$ paths $p, \zeta(p), \ldots, \zeta^{m-1}(p)$ have first edges $f_{1}, \ldots, f_{m}$, respectively. We know that any two of our $m$ paths have no common points except $s_{1}, s_{2}$. So they subdivide $S$ into $m$ parts such that $i$-th part ( $1 \leq i \leq m$ ) is homeomorphic to a simple diagram $\Delta_{i}$ with the top and the bottom paths $\zeta^{i-1}(p)$ and $\zeta(p)$ respectively. Since $\zeta$ takes $\Delta_{i}$ to $\Delta_{i+1}$ for all $i$, we have that all $\Delta_{i}$ are isotopic to the same diagram.

Let $\Delta^{n} \equiv \Delta_{1} \circ \ldots \circ \Delta_{n}$ be the concatenation of $n$ isotopic copies of a diagram $\Delta$. Consider the mapping from $\Delta_{1} \circ \ldots \circ \Delta_{n-1}$ to $\Delta_{2} \circ \ldots \circ \Delta_{n}$ which takes each vertex (edge) from $\Delta_{i}(i=1, \ldots, n-1)$ to the corresponding vertex (edge) of $\Delta_{i+1}$. This partial map will be called the $\Delta$-shift.
5.6.5.4. Commuting diagrams.

Lemma 5.6.21. Let $\Delta_{1}$ and $\Delta_{2}$ be spherical diagrams. If $\Delta \equiv \Delta_{1} \circ \Delta_{2} \equiv$ $\Delta_{2} \circ \Delta_{1}$ is a simple diagram, then $\Delta_{1}^{k} \equiv \Delta_{2}^{\ell}$ for some $k, \ell>0$.

Proof. Since $\Delta$ is simple, we can identify the top path of $\Delta$ with its bottom path and obtain a graph $\Gamma$ on the sphere $S^{2}$ (as we have done several times before). Consider the following spherical automorphism $\alpha$ of the graph $\Gamma$. Since $\Delta \equiv \Delta_{1} \circ \Delta_{2} \equiv \Delta_{2} \circ \Delta_{1}$ we have two copies of $\Delta_{1}, \Delta_{1,1}$ and $\Delta_{1,2}$, and two copies of $\Delta_{2}, \Delta_{2,1}$ and $\Delta_{2,2}$, inside $\Delta$. Let $\alpha$ take the first copy of $\Delta_{i}(i=1,2)$ identically to the second copy of this diagram, that is $\alpha$ takes $\Delta_{i, 1}$ to $\Delta_{i, 2}$. It is clear that $\alpha$ is a spherical automorphism.

As we know (Lemma 5.6.20) the group $G$ of spherical automorphisms of $\Gamma$ is cyclic. Let $m=|G|$. Let a generator $\zeta$ and a path $p$ connecting the initial vertex $s_{1}$ with the terminal vertex $s_{2}$ satisfy the conditions of Lemma 5.6.20. Then there exists a unique number $s$ such that $\zeta^{s}=\alpha^{-1}, 0<s<m$. Then $\zeta^{m-s}=\alpha$.

Let $q$ be the path on $\Gamma$ which is obtained by identifying the top and the bottom paths of $\Delta$. By the definition of $\alpha, \zeta^{s}$ takes $q$ to $\boldsymbol{\operatorname { b o t }}\left(\Delta_{1,1}\right)=\boldsymbol{\operatorname { t o p }}\left(\Delta_{2,1}\right)$ and $\zeta^{m-s}$ takes $q$ to $\boldsymbol{\operatorname { b o t }}\left(\Delta_{2,2}\right)=\boldsymbol{\operatorname { t o p }}\left(\Delta_{1,2}\right)$.

By Lemma 5.6.20 the images of the path $p$ under automorphisms from $G$ divide the spherical graph $\Gamma$ into several copies of some diagram $\Theta$. For every natural number $t$ there exists a natural map (homomorphism) from the graph $\Theta^{t}$ to $\Gamma$ taking the top path of $\Theta^{t}$ to $p$. In fact we can take the union $\Theta^{\infty}$ of all $\Theta^{t}, t \geq 0$, and obtain a natural ("covering") map $\delta$ from $\Theta^{\infty}$ to $\Gamma$ which wraps
around $\Gamma$ infinitely many times. For every finite path $p^{\prime}$ in $\Gamma$, one can find a finite path $p^{\prime \prime}$ in $\Theta^{\infty}$ that maps onto $p^{\prime}$. That path is contained in $\Theta^{t}$ for some $t$, and will be called a lift of $p^{\prime}$ in $\Theta^{t}$. Also the $\Theta$-shift of $\Theta^{\infty}$ composed with $\delta$ gives $\zeta$ (why?). Let us denote the $\Theta$-shift on $\Theta^{t}$ by $\bar{\zeta}$ on $\Theta^{t}$ (recall that it maps the o-product of the first $t-1$ copies of $\Theta$ to the o-product of the last $t-1$ copies of $\Theta$ ).

Let us take a sufficiently large power $\Theta^{t}$ of $\Theta$ such that the path $q$ can be lifted to a path $q^{\prime}$ on $\Theta^{t}$. Consider the corresponding partial map $\bar{\zeta}$ (which is the $\Theta$-shift on $\Theta^{t}$ ). Consider the path $\bar{\zeta}^{s(m-s)}\left(q^{\prime}\right)$. This path has only two vertices in common with the path $q^{\prime}$ (the tail and the head), so these two paths bound a subdiagram. One can check that this subdiagram is the $(m-s)$-th power of the subdiagram contained between $q^{\prime}$ and $\bar{\zeta}^{s}\left(q^{\prime}\right)$ which is isotopic to $\Delta_{1}$ (prove it!). At the same time this diagram is the $s$-th power of the diagram contained between $q^{\prime}$ and $\bar{\zeta}^{m-s}\left(q^{\prime}\right)$ which is isotopic to $\Delta_{2}$ (prove it!). Hence $\Delta_{1}^{m-s} \equiv \Delta_{2}^{s}$ as required.

Theorem 5.6.22. Let $\Delta_{1}$ and $\Delta_{2}$ be spherical diagrams. If $\Delta \equiv \Delta_{1} \circ \Delta_{2} \equiv$ $\Delta_{2} \circ \Delta_{1}$, then $\Delta_{1}=\Psi_{1}+\cdots+\Psi_{k}, \Delta_{2}=\Pi_{1}+\cdots+\Pi_{k}$ where $\Psi_{i}, \Pi_{i}$ are spherical diagrams such that for every $i$ some powers of $\Psi_{i}$ and $\Pi_{i}$ are isotopic.

Proof. Let $\Delta=\Delta_{1} \circ \Delta_{2}=\Delta_{2} \circ \Delta_{1}$. By Lemma 5.6.17, there exists a natural number $n$ such that $\Delta^{n}, \Delta_{1}^{n}, \Delta_{2}^{n}$ are nice. Let $\Delta^{n}=\Psi_{1}+\cdots+\Psi_{s}$ be the sum of simple and linear components. Since $\Delta^{n}=\Delta_{1}^{n} \circ \Delta_{2}^{n}, \Delta_{1}^{n}$ decomposes as the sum of spherical subdiagrams $\Lambda_{1,1}+\cdots+\Lambda_{1, s}$ and $\Delta_{2}^{n}$ decomposes into the sum of spherical subdiagrams $\Lambda_{2,1}+\cdots+\Lambda_{2, s}$ (the subdiagrams are spherical because $\Delta_{i}^{n}$ is nice, $\left.i=1,2\right)$. Therefore $\boldsymbol{\operatorname { t o p }}\left(\Delta_{1}^{n}\right)$ has $s+1$ vertices in common with $\operatorname{bot}\left(\Delta_{1}^{n}\right)$ subdividing the diagram into the sum of subdiagrams $\Lambda_{1, j}$. But then $\boldsymbol{\operatorname { t o p }}\left(\Delta_{1}\right)$ and $\boldsymbol{\operatorname { b o t }}\left(\Delta_{1}\right)$ also must have $s+1$ vertices in common subdividing $\Delta_{1}$ into a sum of $s$ spherical subdiagarms $\Omega_{1,1}+\cdots+\Omega_{1, s}$. Moreover, then $\Lambda_{1, j}=\Omega_{1, j}^{n}$ for $j=1, \ldots, s$. Similarly $\Delta_{2}$ is a sum of spherical subdiagrams $\Omega_{2,1}+\cdots+\Omega_{2, s}$, and $\Omega_{2, j}^{n}=\Lambda_{2, j}, j=1, \ldots, s$. Furthermore, for every $j$ from 1 to $s, \Psi_{j}$ is a simple diagrams that is equal to $\Omega_{1, j}^{n} \Omega_{2, j}^{n}=\Omega_{2, j}^{n} \Omega_{1, j}^{n}$. Applying Lemma 5.6.21, we obtain that some powers of $\Omega_{1, j}$ and $\Omega_{2, j}$ are isotopic for every $j$, as required.

### 5.6.6. The R.Thompson group $F$.

5.6.6.1. The definitions of $F$. R. Thompson's group $F$ is remarkable because it does not contain free non-cyclic subgroups (Theorem 5.6.39) and does not satisfy any nontrivial identity (Theorem 5.6.37). More importantly, it is a "universal" counterexample to many group theoretic conjectures, and stubbornly resists many attempts to answer some basic questions about it (one of these questions is Problem 5.6.47). The group $F$ has several equivalent definitions. First of all it is the group of all piecewise linear increasing continuous maps from the unit interval $[0,1]$ onto itself with finite number of linear pieces each having slope of the form $2^{k}, k \in \mathbb{Z}$ and the breakpoints of the derivative occurring at points of the form $\frac{a}{2^{b}}, a, b \in \mathbb{N}$.

The second, syntactic, definition is the following surprisingly simple presentation of $F$ :

$$
\begin{equation*}
\operatorname{gp}\left\langle x_{0}, x_{1} \mid x_{1}^{x_{0}^{2}}=x_{1}^{x_{0} x_{1}}, x_{1}^{x_{0}^{3}}=x_{1}^{x_{0}^{2} x_{1}}\right\rangle \tag{5.6.1}
\end{equation*}
$$

where, as usual, $a^{b}$ denotes $b^{-1} a b$. We shall prove that below.
Note that even the fact that $F$ is finitely generated can be considered very surprising.

The third definition of $F$ is in terms of diagram groups.
Theorem 5.6.23. If $X$ consists of one letter $x$ and $P$ consists of one rule $x \rightarrow x^{2}$, then the group $G=\operatorname{DG}(P, x)$ is isomorphic to the $R$. Thompson group $F$.

Proof. Indeed, the Squier complex for the rewriting system $P$ is easy to draw (see Figure 5.37).


Figure 5.37. The Squier complex for $\left\langle x \mid x \rightarrow x^{2}\right\rangle$. The thick line bounds a 2 -cell in the complex

Exercise 5.6.24 (Guba,Sapir [135]). Use the definition of the fundamental group of a 2 -complex (Section 5.5.1) and find the following infinite presentation of the fundamental group of the Squier complex on Figure 5.37:

$$
\begin{equation*}
\operatorname{gp}\left\langle x_{0}, x_{1}, x_{2}, \ldots \mid x_{i}^{x_{j}}=x_{i+1}, i>j \in \mathbb{N}\right\rangle . \tag{5.6.2}
\end{equation*}
$$

Hint: Choose the spanning tree in the Squier complex consisting of edges $(1, x \rightarrow$ $x^{2}, x^{n}$ ) (the tree is just the top infinite path in Figure 5.37). The relations corresponding to the cells of the Squier complex then allow one to express all edges in terms of edges of the form $\left(x^{n}, x \rightarrow x^{2}, 1\right)$. Denote this edge by $x_{n}$ and prove that all relations of the fundamental group follow from the relations (5.6.2).

Exercise 5.6.25 (Guba, Sapir [135]). Show that the fundamental group of the Squier complex of $P$ is generated by the closed paths represented by the two diagrams on Figure 5.38 (all edges are labeled by $x$ and oriented from left to right, so we omit the labels and orientation of edges). Show that the diagram group $G$ has the presentation (5.6.1). Hint: Note that each $x_{i}, i>1$, in the presentation (5.6.2) is equal to $x_{1}^{x_{1}^{i-1}}$ in $G$, then show that the generators $x_{0}, x_{1}$ satisfy (5.6.1) and deduce all other relations from (5.6.2) from these two.

Now we define a homomorphism from $G$ to $F$ turning diagrams into functions.


Figure 5.38. Generators of the R. Thompson group $F$
5.6.6.2. From diagrams to functions. There are many natural homomorphisms from any diagram group to the group of continuous increasing functions from an interval onto itself (see [139]). We shall illustrate this construction using the group $G$ (which, as we shall show, is isomorphic to the R . Thompson group $F$ ). Let $f$ be the function $[0,1] \rightarrow[0,2]$ which takes $t$ to $2 t$ (taking any other homeomorphism $[0,1] \rightarrow[0,2]$ instead produces a different representation of $G$ ). In the cell corresponding to the rewriting rule $x \rightarrow x^{2}$, assume that every edge has length 1. Connect every point $t$ on the top path to the point $f(t)=2 t$ on the bottom path by a straight interval. We obtain a lamination of the cell by line intervals. Now let $\Delta$ be any $\left(x^{m}, x^{n}\right)$-diagram over $P=\operatorname{sr}\left\langle x \mid x \rightarrow x^{2}\right\rangle$. Identify each edge with a unit interval, and laminate each cell as above. As a result, every point on the top path of the diagram $\Delta$ gets connected with unique point on the bottom path of the diagram: just follow the lamination intervals. This produces a function $f_{\Delta}:[0, m] \rightarrow[0, n]$ which is obviously increasing and onto. See Figure 5.39

Exercise 5.6.26. Compute the functions corresponding to the diagrams on Figure 5.38 and check that these functions belong to $F$ (that is the functions are piecewise linear with appropriate slopes and break points).

Clearly, the function corresponding to a dipole is the identity function, hence the functions corresponding to equivalent diagrams are equal. Thus the map $\phi: \Delta \mapsto f_{\Delta}$ is well defined. It is also obvious that the map $\phi$ is a homomorphism from $G$ into the group of all increasing functions from the unit interval onto itself. Since diagrams on Figure 5.38 generate $G$ by Exercise 5.6.25, and the functions corresponding to these diagrams are in $F$ by Exercise 5.6.26, $\phi$ is a homomorphism $G \rightarrow F$.

Let us prove that $\phi(G)=F$. Given a function $h$ from $F$, let $a_{0}=0, a_{1}, \ldots$, $a_{k}, a_{k+1}=1$ be the increasing sequence of all the break points of the derivative of $h(k \geq 0)$. Let $b_{i}=h\left(a_{i}\right)$ for all $0 \leq i \leq k+1$. By $d$ we denote the smallest natural number such that all the numbers $2^{d} a_{i}, 2^{d} b_{i}$ are integers $(0 \leq i \leq k+1)$. Consider the function $g$ from $\left[0,2^{d}\right]$ onto $\left[0,2^{d}\right]$ given by $g(t)=2^{d} h\left(2^{-d} t\right)$. All breakpoints of the derivative of $g$ occur at integer points and all slopes are the same as the corresponding slopes of $h$. The homeomorphism $g$ takes [ $2^{d} a_{i}, 2^{d} a_{i+1}$ ]


Figure 5.39. Turning a diagram into a function
onto [ $2^{d} b_{i}, 2^{d} b_{i+1}$ ] for all $0 \leq i \leq k$. On each of these intervals, $g$ has some slope of the form $2^{c_{i}}$, where $c_{i}$ is an integer.

For any $j \geq 0$, let $\Delta_{j}$ be an $\left(x, x^{2^{j}}\right)$-diagram over $P$ that can be defined by induction as follows. We let $\Delta_{0}=\varepsilon(x)$ and $\Delta_{j+1}=\pi \circ\left(\Delta_{j}+\Delta_{j}\right)$ for all $j \geq 0$. Here $\pi$ is the ( $x, x^{2}$ )-cell. The transition function of $\Delta_{j}$ is obviously $t \mapsto 2^{j} t$ on $[0,1]$. Now for any number $r \geq 1$, we take the sum of $r$ copies of the diagram $\Delta_{j}$. We will denote this sum by $r \cdot \Delta_{j}$. Clearly $f_{r \cdot \Delta_{j}}$ is the linear function $t \mapsto 2^{j} t$ on $[0, r]$.

For any $0 \leq i \leq k$, if $c_{i} \geq 0$, then we let $r_{i}=2^{d}\left(a_{i+1}-a_{i}\right)$. If $c_{i}<0$, then we let $r_{i}=2^{d}\left(b_{i+1}-b_{i}\right)$. Let us define the diagram $\Psi$ as the sum of diagrams $\Psi_{i}$ $(0 \leq i \leq k)$, where $\Psi_{i}=r_{i} \cdot \Delta_{c_{i}}$, if $c_{i} \geq 0$ and $\Psi_{i}=\left(r_{i} \cdot \Delta_{-c_{i}}\right)^{-1}$, if $c_{i}<0$. The transition function of $\Psi$ is exactly $g$. Now by $\Delta(h)$ we will denote the diagram $\Delta_{d} \circ \Psi \circ \Delta_{d}^{-1}$.

Exercise 5.6.27. Show that $f_{\Delta(h)}=h$.
It remains to show that $\phi$ is injective. For this, it is easiest to use the syntactic properties of the presentation (5.6.2) of the group $G$. Note that the function $\phi\left(x_{i}\right)$ where $x_{i}=x_{1}^{x_{0}^{i-1}}$, is identity on the subinterval $\left[0,1-2^{-i}\right], i \geq 0$, and is not identity immediately to the right of $1-2^{-i}$.

Exercise 5.6.28. Prove that!
Let $W$ be a word in $x_{i}, i \in \mathbb{N}$, which is not equal to 1 in $G$. We need to show that the corresponding function in $F$ is not the identity. Let $j$ be the smallest index of a letter occurring in $W$. The relations (5.6.2) show that $W$ is equal in $G$ to a word $x_{j}^{s} W^{\prime} x_{j}^{-t}$ where $s, t \geq 0, s+t \neq 0$, and the indices of all letters in $W^{\prime}$ are bigger than $j$. Indeed, the relations (5.6.2) can be rewritten as $x_{j}^{-1} x_{i}^{ \pm 1}=x_{i+1}^{ \pm 1} x_{j}^{-1}$, $j<i$, and as $x_{i}^{ \pm 1} x_{j}=x_{j} x_{i+1}^{ \pm 1}, j<i$, so we can move the positive powers of $x_{j}$ to the left and the negative powers of $x_{j}$ to the right increasing the indices of the other letters without changing the value of the word in $G$. If both $s$ and
$t$ are bigger than 0 , then the word $x_{j}^{s} W^{\prime} x_{j}^{-t}$ is equal to $x_{j}^{s-1} W^{\prime \prime} x_{j}^{-(t-1)}$ where $W^{\prime \prime}$ is obtained from $W^{\prime}$ by increasing all indices of letters by 1 (why?). Hence we can assume that either $s$ or $t$ (but not both) are equal to 0 . If $s=0$, we can replace $W$ by $W^{-1}$. So we can assume that $s>0, t=0$. But then Exercise 5.6 .28 implies that the function corresponding to the word $x^{s} W^{\prime}$ (and hence the function corresponding to $W$ ) is not the identity function which completes the proof.
5.6.6.3. From diagrams to pairs of full binary trees. Let $\Delta$ be an $\left(x^{m}, x^{n}\right)$ diagram over $\mathcal{P}=\operatorname{sr}\left\langle x \mid x \rightarrow x^{2}\right\rangle$. Then it has the longest positive path connecting $\iota(\Delta)$ and $\tau(\Delta)$ (it follows from Exercise 5.6 .29 below that the longest path is unique). That path divides $\Delta$ into two subdiagrams, positive and negative, denoted by $\Delta^{+}$and $\Delta^{-}$, respectively. So $\Delta=\Delta^{+} \circ \Delta^{-}$.

EXERCISE 5.6.29. Prove that all cells in $\Delta^{+}$are $\left(x, x^{2}\right)$-cells, all cells in $\Delta^{-}$ are $\left(x^{2}, x\right)$-cells, that is $\Delta^{+}$is positive, $\Delta^{-}$is negative (see Section 1.7.4). Hint: Use induction on the number of cells. Remove from the diagram $\Delta$ a cell that shares an edge with the top path, use the induction assumption and analyze what can happen to the longest path in the diagram.

Now let $\Delta$ be a $(x, x)$-diagram. As usual, consider the dual planar graph $\Gamma$ of the diagram $\Delta$ : put a vertex inside every cell, connect two vertices if the cells have a common edge. If we draw the diagram in the natural way: $\boldsymbol{\operatorname { t o p }}(\Delta)$ above $\operatorname{bot}(\Delta)$, then every vertex of $\Gamma$ from $\Delta^{+}$is connected to two vertices below and to one vertex above it (unless it is the top vertex). Similarly, every vertex of $\Gamma$ from $\Delta^{-}$is connected to two vertices above it and to one vertex below it (unless it is the bottom vertex). Thus the longest positive path $p$ of $\Delta$ cuts $\Gamma$ into the union of two full binary trees $T^{+}$and $T^{-}$, see Figure 5.6.6.3.


Figure 5.40. A pair of trees corresponding to the generator $x_{0}$

The number of leaves of each of the trees is the length of $p$. Thus $T^{+}$and $T^{-}$ have the same number of leaves. Conversely, every full binary tree corresponds to a positive derivation. Therefore every pair of full binary trees $\left(T^{+}, T^{-}\right)$with the same number of leaves gives rise to a diagram $\Delta=\Delta\left(T^{+}, T^{-}\right)$whose positive part corresponds to $T^{+}$and negative part corresponds to $T^{-}$.

ExERCISE 5.6.30. Show that $\Delta\left(T^{+}, T^{-}\right)$is reduced if and only if for every $i=1, \ldots,|p|-1$, if leaves number $i$ and $i+1$ have a common parent in $T^{+}$, then leaves number $i$ and $i+1$ do not have a common parent in $T^{-}$.

Exercise 5.6.30 suggest defining the following expansion operation on a pair of trees $\left(T^{+}, T^{-}\right)$as above. Choose number $i$ between 1 and the number of leaves of $T^{+}$, add two children to the leaf number $i$ of $T^{+}$and to the leaf number $i$ of $T^{-}$. The result of the expansion is a new pair of trees.

ExERCISE 5.6.31. Consider the rewriting system where objects are pairs of full binary trees with the same number of leaves, and negative moves are the expansions. Show that this rewriting system is Church-Rosser and the terminal objects are pairs of trees corresponding to reduced diagrams.

ExERCISE 5.6.32. Show that for any two (finite) full binary trees $T_{1}, T_{2}$, there exists a tree $T$ obtained by a series of expansions (i.e., adding two children to a leaf) from $T_{1}$ and by (another) series of expansions from $T_{2}$.

Now let $\left(T_{1}^{+}, T_{1}^{-}\right)$and $\left(T_{2}^{+}, T_{2}^{-}\right)$be two pairs of full binary trees as above. The pairs of trees corresponding to the product $\Delta\left(T_{1}^{+}, T_{1}^{-}\right) \Delta\left(T_{2}^{+}, T_{2}^{-}\right)$can be obtained as follows. Find two series of expansions that make trees $T_{1}^{-}$and $T_{2}^{+}$ the same. Apply these series of expansions to $T_{1}^{+}$and $T_{2}^{-}$. Obtain new pair of trees $T_{3}^{+}, T_{3}^{-}$. Then

$$
\Delta\left(T_{1}^{+}, T_{1}^{-}\right) \Delta\left(T_{2}^{+}, T_{2}^{-}\right)=\Delta\left(T_{3}^{+}, T_{3}^{-}\right)
$$

ExERCISE 5.6.33. Prove this formula.
ExERCISE 5.6.34. Prove that two diagrams $\Delta\left(T_{1}^{+}, T_{1}^{-}\right)$and $\Delta\left(T_{2}^{+}, T_{2}^{-}\right)$are equivalent if and only if there is a pair of trees $\left(T_{3}^{+}, T_{3}^{-}\right)$which can be obtained by series of expansions both from $\left(T_{1}^{+}, T_{1}^{-}\right)$and from $\left(T_{2}^{+}, T_{2}^{-}\right)$.
5.6.7. Multilinear identities of non-associative algebras and elements of $F$. Recall that in Section 1.4.1.1 we described a correspondence between terms in the signature consisting of one binary operation and (finite) full binary trees where leaves are labeled by variables. For every full binary tree $T$, we can label its leaves from left to right by distinct variables $a, b, c, \ldots$. Then the tree $T$ will correspond to a multilinear term $t(T)$ (i.e a term where each variable occurs only once). If a pair of full binary trees has the same number of leaves, then it corresponds to a pair of multilinear terms that differ only by the arrangement of brackets. Thus there exists a correspondence between elements of $F$ and multilinear identities $t\left(T_{1}\right)=t\left(T_{2}\right)$ where left and right sides differ only be the arrangement of brackets. Let us call such identities bracket identities.

Exercise 5.6.35. Suppose that a bracket identity $u=v$ is obtained from another bracket identity by a substitution. Show that the corresponding diagrams of $F$ are equivalent.

Exercise 5.6.36. Show that the generator $x_{0}$ of $F$ corresponds to the associativity identity $(a b) c=a(b c)$. What is the identity corresponding to $x_{1}$ ?

For more about connections between $F$ and identities of universal algebras, and other representations of $F$ see [81, 111].
5.6.8. $F$ is lawless. Although as we saw in Section 5.6.7 the group $F$ consists of laws, we shall prove here that $F$ does not satisfy any group laws itself. Here we use the representation of elements of $F$ as functions $[0,1] \rightarrow[0,1]$.

For $f \in F$ by $\operatorname{supp}(f)$ we denote the set of all $t \in I$, for which $f(t) \neq t$.
Theorem 5.6.37. $F$ does not satisfy any nontrivial group identity.
Proof. Let $X$ be the set of all diadic rational numbers, that is rational numbers of the form $\frac{a}{2^{b}}, a, b \in \mathbb{N}$, from the open interval $(0,1)$. Clearly $F$ acts on $X: x \cdot f=f(x), f \in F, x \in X$. For every finite set $X^{\prime} \subset X$ let $b$ be any number that is not in $X^{\prime}$. Consider any open interval $I=(b-\varepsilon, b+\varepsilon)$ containing $b$ and disjoint from $X^{\prime}$. There exists a function $f$ from $F$ that is identity outside $I$ and does not have fixed points inside $I$

Exercise 5.6.38. Construct such a function. Construct a diagram of the form $\left(m \cdot \Delta_{d}\right) \circ \Psi \circ\left(n \cdot \Delta_{d}\right)^{-1}$ (see the definition before Exercise 5.6.27) corresponding to such a function.

Thus $\operatorname{supp}(f)$ contains $b$ and does not intersect $X^{\prime}$. Hence $F$ separates $X$, and by Theorem 5.4.1 $F$ does not satisfy any nontrivial identity.
5.6.9. $F$ does not have non-cyclic free subgroups. We have seen that elements of $F$ can be viewed as 2-dimensional words, so in this regard, $F$ (and any other diagram group) is a 2-dimensional analog of the free group. Nevertheless here we show that $F$ is very far from being free.

Theorem 5.6.39 (Brin, Squier [54, Guba, Sapir [137]). F does not contain any free non-cyclic subgroups. Every subgroup of $F$ is either commutative or contains a subgroup isomorphic to $\mathbb{Z} 2 \mathbb{Z}$ (see Exercise 1.8.25), and hence an infinitely generated free commutative group. 10 .

Proof. Let $H$ be a non-commutative subgroup of $F$. Consider functions $f, g \in H$ such that $f g \neq g f$. Without loss of generality we can assume that $H$ is generated by $f, g$. For every function $h \in H$ let $\operatorname{supp}(h)$ stand for the support of $h$ that is the set $\{x \mid h(x) \neq x\}$. Then $\operatorname{supp}(h)$ is a union of finitely many disjoint open intervals $\left(a_{i}, b_{i}\right) \subset[0,1](\operatorname{prove}$ it!). Let $J=\operatorname{supp}(f) \cup \operatorname{supp}(g)$. Then $J$ is a union of finitely many disjoint intervals $J_{k}=\left(a_{k}, b_{k}\right), 0 \leq k \leq m$ (why?). Moreover, for every $h \in H$, and every $k, h\left(a_{k}\right)=a_{k}, h\left(b_{k}\right)=b_{k}$ and

[^19]so $h\left(J_{k}\right)=J_{k}$. Let $f_{1}, g_{1}$ be two non-commuting elements of $H$ which are not identity on the least possible number of intervals $J_{k}$.

By our assumption, $\left[f_{1}, g_{1}\right] \neq 1$ in $F$. Then on some of intervals $J_{1}, \ldots$, $J_{m}$ our function $\left[f_{1}, g_{1}\right]$ is not the identity (because $\left[f_{1}, g_{1}\right]$ is not the identity function, but it must be identity on the complement $[0,1] \backslash J)$.

We claim that for any $x, y \in J_{0}$, where $x<y$, there exists a function $w \in H$ such that $w(x)>y$. Indeed, let $z$ be the least upper bound for the set $X=$ $\{h(x) \mid h \in H\}$. We need to show that $z>y$. Suppose that $z \leq y<b_{0}$. Note that, by definition, $J$ is a union of supports of $f$ and $g$. Hence either $f(z) \neq z$ or $g(z) \neq z$. Then one of the numbers $f^{ \pm 1}(z)$ or $g^{ \pm 1}(z)$ is greater than $z$. Therefore (by continuity of functions from $H$ ) there exists $x^{\prime} \in X$ with $f^{ \pm 1}\left(x^{\prime}\right)>z$ or $g^{ \pm 1}\left(x^{\prime}\right)>z$ but that contradicts the definition of $z$ as a upper bound for $X$ since all $f^{ \pm 1}\left(x^{\prime}\right), g^{ \pm 1}\left(x^{\prime}\right)$ belong to $X$ (why?).

This implies that acting by some element of $H$ one can make the image of every $x \in J_{0}$ as close to $b_{0}$ as one wishes.

Now consider the commutator $h_{0}=\left[f_{1}, g_{1}\right]$. Since both $f_{1}$ and $g_{1}$ map each interval $\left(a_{i}, b_{i}\right)(1 \leq i \leq m)$ onto itself, $h_{0}=\left[f_{1}, g_{1}\right]$ does the same. Let $J_{i}$ be one of the intervals where $h_{0}$ acts non-identically. By renaming the intervals if necessary, we can assume that $i=0$. Since both $f_{1}$ and $g_{1}$ fix $a_{0}$, in a little interval $\left[a_{0}, a_{0}+\epsilon_{1}\right], f_{1}(x)$ has the form $\alpha\left(x-a_{0}\right)+a_{0}$ and $g_{1}(x)$ has the form $\beta\left(x-a_{0}\right)+a_{0}$ (by the definition of $F$ ). Then for some $\epsilon_{2}<\epsilon_{1}$, the function $h_{0}$ acts on the interval $\left[a_{0}, a_{0}+\epsilon_{2}\right]$ as an identity (why?). Similarly for some small $\epsilon_{3}$, the function [ $f_{1}, g_{1}$ ] is the identity on the interval $\left[b_{0}-\epsilon_{3}, b_{0}\right]$. Hence the intersection of support of $\left[f_{1}, g_{1}\right]$ with the interval $\left(a_{0}, b_{0}\right)$ is inside $\left(c_{0}, d_{0}\right)$ where $a_{0}<c_{0}<d_{0}<b_{0}$. By our claim, there exists $w \in H$ such that $d_{0}<w\left(c_{0}\right)<$ $b_{0}$. We will show that $w$ and $h_{0}$ generate a copy of $\mathbb{Z} \geq \mathbb{Z}$. For any $n \geq 0$, let $c_{n}=w^{n}\left(c_{0}\right), d_{n}=w^{n}\left(d_{0}\right), h_{n}=h_{0}^{w^{n}}$. We have $c_{0}<d_{0}<c_{1}<d_{1}<\ldots$, and $\operatorname{supp}\left(h_{n}\right) \cap J_{0} \subseteq\left[c_{n}, d_{n}\right]$ (since every function in $F$ is increasing). Therefore, for any $i, j \geq 0$, the commutator $\left[h_{i}, h_{j}\right.$ ] is identical on $J_{0}$ (since the supports of $h_{i}$ and $h_{j}$ on $J_{0}$ are disjoint if $i \neq j$ ). By the minimality assumption in our choice of $f_{1}, g_{1}$, we conclude that $h_{i}$ and $h_{j}$ commute for every $i, j$.

Note that $h_{n}^{w}=h_{n+1}$ for all $n \geq 0$ by definition. Defining $h_{n}$ as $h_{0}^{w^{n}}$ for negative $n \in \mathbb{Z}$ also we see that $h_{n}, n \in \mathbb{Z}$ and $w$ satisfy the relations of $\mathbb{Z} 2 \mathbb{Z}$ from Exercise 1.8 .25 (check it!). Thus there exists a homomorphism $\phi$ from $\mathbb{Z} \imath \mathbb{Z}$ onto $\operatorname{gp}\langle f, g\rangle$ taking $t$ to $w$ and $x_{n}, n \in \mathbb{Z}$ to $h_{n}$.

Exercise 5.6.40. Prove that the homomorphism $\phi$ is injective by showing that no nontrivial canonical word of the Church-Rosser presentation in Exercise 1.8 .25 is mapped to the identity function.
5.6.10. Two Church-Rosser presentations of $F$. The next two theorems give Church-Rosser presentations of the Thompson group $F$ with respect to the infinite generating set (5.6.2) and another with respect to the two generators $x_{0}, x_{1}$ (see [136]).

Theorem 5.6.41. The following monoid presentation with infinite set of generators $x_{i}, \bar{x}_{i}, i \in \mathbb{N}$ defines the $R$. Thompson group $F$ :
(1) $x_{i} \bar{x}_{i}=1$ for all $i \geq 0$;
(2) $\bar{x}_{i} x_{i}=1$ for all $i \geq 0$;
(3) $x_{j} x_{i}=x_{i} x_{j+1}$ for all $i<j$;
$\bar{x}_{j} x_{i}=x_{i} \bar{x}_{j+1}$ for all $i<j$;
$x_{j+1} \bar{x}_{i}=\bar{x}_{i} x_{j}$ for all $i<j$;
(6) $\bar{x}_{j+1} \bar{x}_{i}=\bar{x}_{i} \bar{x}_{j}$ for all $i<j$.

This rewriting system is Church-Rosser.
It is not difficult to read the canonical form of an element $g$ (in this rewriting system) off the diagram $\Delta$ representing the element. Here is the procedure (we give it without a proof). Divide $\Delta$ into the positive and negative parts $\Delta^{+}$and $\Delta^{-}$as before.

Let us number the cells of $\Delta^{+}$by numbers $1,2, \ldots, k$ by taking every time the "rightmost" cell, that is, the cell which is to the right of any other cell attached to the bottom path of the diagram formed by the previous cells. The first cell is attached to the top path of $\Delta^{+}(=\boldsymbol{\operatorname { t o p }}(\Delta))$. The $i$ th cell in this sequence of cells corresponds to an edge of the Squier complex $\Gamma(\mathcal{P})$, which has the form ( $x^{\ell_{i}}, x \rightarrow x^{2}, x^{r_{i}}$ ), where $\ell_{i}$ is the length of the path from the initial vertex of the diagram to the initial vertex of the cell (resp. $r_{i}$ is the length of the path from the terminal vertex of the cell to the terminal vertex of the diagram), and contained in the bottom path of the diagram formed by the first $i-1$ cells. If $\ell_{i}=0$ then we label this cell by 1 . If $\ell_{i} \neq 0$ then we label this cell by the element $x_{r_{i}}$ of $F$. Multiplying the labels of all cells, we get the "positive" part of the canonical form.

In order to find the "negative" part of the normal form, consider $\left(\Delta^{-}\right)^{-1}$, number its cells as above and label them as above. To get the canonical form of $\Delta$, just multiply the "positive part" by the "negative part".

For example, consider the diagram on Figure 5.41.
The "positive part" of the canonical form is equal to $x_{0} x_{2}^{2} x_{4} x_{5}$ (cells 1 and 3 are labeled by the identity element). The negative part is $\left(x_{1} x_{3}^{2} x_{4}\right)^{-1}$ (cells 1 , 2,4 are labeled by 1). So the canonical form is $x_{0} x_{2}^{2} x_{4} x_{5} x_{4}^{-1} x_{3}^{-2} x_{1}^{-1}$.

Theorem 5.6.42. The following monoid presentation with four generators $x_{0}, x_{1}, \bar{x}_{0}, \bar{x}_{1}$ defines $F$ and is Church-Rosser.

$$
\begin{equation*}
x_{0} \bar{x}_{0}=1, \tag{1}
\end{equation*}
$$

$$
\begin{equation*}
\bar{x}_{0} x_{0}=1, \tag{2}
\end{equation*}
$$

$$
x_{1} \bar{x}_{1}=1,
$$

$$
\bar{x}_{1} x_{1}=1,
$$

$$
x_{1} x_{0}^{i} x_{1}=x_{0}^{i} x_{1} \bar{x}_{0}^{i+1} x_{1} x_{0}^{i+1},
$$

$$
\bar{x}_{1} x_{0}^{i} x_{1}=x_{0}^{i} x_{1} \bar{x}_{0}^{i+1} \bar{x}_{1} x_{0}^{i+1},
$$

$$
x_{1} x_{0}^{i+1} \bar{x}_{1}=x_{0}^{i+1} \bar{x}_{1} \bar{x}_{0}^{i} x_{1} x_{0}^{i},
$$

$$
\bar{x}_{1} x_{0}^{i+1} \bar{x}_{1}=x_{0}^{i+1} \bar{x}_{1} \bar{x}_{0}^{i} \bar{x}_{1} x_{0}^{i}
$$

(here $i$ is an arbitrary positive integer).
Exercise 5.6.43. Prove Theorems 5.6.41 and 5.6.42.


Figure 5.41. An element of $F$
Corollary 5.6.44. Every group word in the alphabet $\left\{x_{0}, x_{1}, \ldots\right\}$ is equal in the group $F$ to a unique word of the form

$$
x_{i_{1}}^{a_{1}} x_{i_{2}}^{a_{2}} \ldots x_{i_{m}}^{a_{m}}
$$

where $m \geq 0, i_{1}, \ldots, i_{m} \geq 0, a_{1}, \ldots, a_{m}= \pm 1$ such that for any $j, 1 \leq j<m$ one of the following three conditions hold:

- $i_{j}<i_{j+1}$;
- $i_{j}=i_{j+1}, a_{j}=a_{j+1}$;
- $i_{j}=i_{j+1}+1, a_{j+1}=-1$.

Proof. Indeed the words of the form given in the formulation of Corollary 5.6 .44 are precisely the words not containing the left parts of the rewriting rules from Theorem 5.6.41

Another set of canonical words in the alphabet $\left\{x_{0}, x_{1}, \ldots\right\}$ is the following (see 63]):

Exercise 5.6.45. Prove that every word in $\left\{x_{0}, x_{1}, \ldots\right\}$ is equal in $F$ to a unique word of the form

$$
x_{0}^{b_{0}} x_{1}^{b_{1}} \ldots x_{n}^{b_{n}} x_{n}^{-a_{n}} \ldots x_{1}^{-a_{1}} x_{0}^{-a_{0}}
$$

where $n, a_{0}, \ldots, a_{n}, b_{0}, \ldots b_{n}$ are nonnegative integers such that (1) exactly one of $a_{n}, b_{n}$ is not equal to 0 , and (2) if $a_{k}>0$ and $b_{k}>0$ for some $k<n$, then $a_{k+1}>0$ or $b_{k+1}>0$. Find a Church-Rosser presentation of $F$ with this set of canonical words.

Exercise 5.6.46. Check that the language of left-hand sides of the relations from Theorem 5.6.42 is rational by drawing an automaton for that language. Deduce, using Lemma 1.8 .17 that the language of canonical words for this presentation is also rational.

The following problem is one of several outstanding problems about the Thompson group $F$.

## Problem 5.6.47. Does $F$ admit a finite Church-Rosser presentation?

For other problems about $F$ see [63, 137, 281].

### 5.7. Growth of groups

The study of growth functions in groups was greatly stimulated by Milnor's problem [234] about existence of groups whose growth function is intermediate, i.e., higher than any polynomial and smaller than any exponential function. It was proved by Wolf [332] that nilpotent groups have polynomial growth functions. Moreover, if a finitely generated group $G$ has a nilpotent normal subgroup $H$ of finite index, then the growth function of $G$ is also polynomial. In his famous paper [128], Gromov proved that there are no other groups with growth functions bounded by polynomials. Milnor's problem was solved in the affirmative by Grigorchuk [123]. The goal of this section is to prove the theorem of Bass and Guivarc'h giving exact polynomial upper and lower bounds for the growth function of a finitely generated nilpotent group (it turned out to be the same as the lower bound in [332]), and present a short proof (due to Bartholdi) that Grigorchuk's group has intermediate growth. Proving Gromov's theorem would require much more topology than we can afford, and would take us too far into semantics. Fortunately, there are detailed proofs of his results in [322, 219, 91, 181] (the proof in [128] is not long and is not that hard to read also).
5.7.1. Similar groups have similar growth. We start with the following theorem

Theorem 5.7.1. (1) Let $G$ be a finitely generated group and $H$ be a normal subgroup of $G$ of finite index. Then $H$ is finitely generated and the growth functions of $G$ and $H$ are equivalent.
(2) Let $G$ be a finitely generated group and $H$ be a finite normal subgroup of $G$. Then the growth functions of $G$ and $G / H$ are equivalent.

Proof. (1) Let $X$ be a generating set of $G$. For every element $p$ of $G / H$ add to $X$ one $x \in G$ whose image in $G / H$ is $p$. Let us denote the resulting finite generating set of $G$ by $Y$. For every $a, b \in Y$, there exists an element $c(a, b) \in Y$ and an element $h(a, b) \in H$ such that $a b=c(a, b) h(a, b)$ (why?). Let $Z$ be the union of $Y \cap H$ and the finite set of all $h(a, b), a, b \in Y$. Then $H$ is generated by $Z$. Indeed, let $h \in H$. Then $h=y_{1} y_{2} \cdots y_{s}, y_{i} \in Y$ since $h \in G$. If $s=1$, then $h \in Z$. So assume that $s \geq 2$. Then

$$
\begin{equation*}
h=y_{1} \cdots y_{n-2} c\left(y_{n-1}, y_{n}\right) h\left(y_{n-1}, y_{n}\right)=\cdots=h\left(y_{1}, *\right) h\left(y_{2}, *\right) \cdots h\left(y_{n-1}, y_{n}\right) \tag{5.7.1}
\end{equation*}
$$

where * denotes elements of $Y$. Thus we can represent $h$ as a word in $Z$, so $Z$ generates $H$ and $H$ is finitely generated.

Now we can increase $Y$ by including $Z$ and consider the generating set $Y \cup Z$ of $G$ (recall that by Exercise 1.5.1 the growth function of a finitely generated
group does not depend (up to the equivalence from Section 1.5) on a choice of a finite generating set). The set of elements of $H$ represented by words of length at most $n$ in $Z$ is then a subset of elements of $G$ represented by words of length at most $n$ in $Y \cup Z$. Hence the growth function $f_{H}(n)$ of the group $H$ does not exceed the growth function $f_{G}(n)$ of $G$.

To complete the proof, we need to prove the opposite inequality. Consider all elements $g_{1}, \ldots, g_{m}$ of $G$ represented by words of length at most $n$ in $G$. Then at least $\frac{m}{|G / H|}$ of them have the same image in $G / H$. Let it be elements $g_{1}, \ldots, g_{s}$. Then elements $1, g_{1}^{-1} g_{2}, \ldots, g_{1}^{-1} g_{s}$ belong to $H$ (why?) and are all different. Each of these elements can be represented by a word of length at most $2 n$. Therefore $f_{H}(2 n) \geq f_{G}(n) /|G / H|$. Therefore the functions $f_{H}$ and $f_{G}$ are equivalent.
(2) Let $H$ be a finite normal subgroup of $G, X$ be a finite generating set of $G$. By Exercise 3.7 .3 the growth function $f_{G / H}(n)$ does not exceed the growth function $f_{G}(n)$. To prove the opposite inequality, consider the set $g_{1}, \ldots, g_{m}$ of elements in $G$ represented by words of length at most $n$. If the images of $g_{i}$ and $g_{j}$ in $G / H$ are the same, then $g_{i}=g_{j} h$ for some $h \in H$. Therefore at least $m /|H|$ of these elements have pairwise different images in $G / H$ (why?). Thus $f_{G / H}(n) \geq \frac{f_{G}(n)}{|H|}$.
5.7.2. Commutative groups. In this section we shall consider the growth of finitely generated commutative groups.
5.7.2.1. Free commutative groups. Recall (Exercise 1.8 .24 ) that the free commutative group $A_{n}$ (i.e., the free group in the variety of commutative groups) with $n$ free generators is isomorphic to the direct product of $n$ copies of the infinite cyclic group $\mathbb{Z}$.

Exercise 5.7.2. Prove that the growth function $f(x)$ of the free commutative group with $n$ free generators is equivalent to $x^{n}$. Hint: Compare with Example 3.7.1. Use canonical words of the Church-Rosser presentation from Exercise 1.8.24.
5.7.2.2. Arbitrary finitely generated commutative groups. The results of this subsection easily follow from the classification of finitely generated commutative groups (that every finitely generated commutative group is a direct product of finitely many cyclic groups). Nevertheless proving the classification first and then applying it here would take too long. Instead we are using some basic properties of growth functions. So those who know the classification of finitely generated commutative groups can view this subsection as an illustration of the usefulness of growth functions.

Theorem 5.7.3. Let $G$ be a finitely generated commutative group. Then $G$ has a subgroup $H$ of finite index which is a finitely generated free commutative group.

Proof. Let us proceed by induction on the minimal number $n$ of generators of $G$. If $n=0$ there is nothing to prove. Suppose that $n>0$. If $G$ is free commutative, there is also nothing to prove. Otherwise suppose that $G=\operatorname{gp}\left\langle x_{1}, \ldots, x_{n}\right\rangle$ and there exists a nontrivial relation $x_{1}^{p_{1}} \ldots x_{n}^{p_{n}}=1$ where some $p_{i} \neq 0$. Without
loss of generality we can assume that $i=1$. Then $x_{1}^{p_{1}}$ belongs to the subgroup $G_{1}=\operatorname{gp}\left\langle x_{2}, \ldots, x_{n}\right\rangle$. Therefore $G / G_{1}$ is a finite cyclic group (prove it!). By induction, $G_{1}$ contains a finitely generated free commutative subgroup $H$ with $G_{1} / H$ finite. Then $G / H$ is also finite (why?).

Combining Theorem 5.7.3 with Exercise 5.7 .2 and Theorem 5.7.1, we finally obtain.

Theorem 5.7.4. The growth function $f(x)$ of any finitely generated commutative group $G$ is equivalent to $x^{n}$ where $n$ is the number of free generators of a free commutative subgroup $H<G$ of finite index.

Note that this theorem implies that all free commutative subgroups $H$ of $G$ of finite index have the same number of free generators. That number is called the free rank of the group $G$.

Lemma 5.7.5. Let $G$ be a commutative group generated by a finite set $X$. Then the free rank of $G$ does not exceed $|X|$.

Proof. Indeed, $G$ is a homomorphic image of the free commutative group with $n=|X|$ generators. Hence by Exercises 3.7.3 and 5.7.2, the growth function of $G$ does not exceed $x^{n}$. Hence by Theorem 5.7.4, the free rank of $G$ does not exceed $n$.

ExERCISE 5.7.6. Let $G$ be a commutative group generated by a finite number of elements of finite exponents. Then $G$ is finite. Hint: If $x_{1}, \ldots, x_{n}$ are the generators, then every element is represented by a word $x_{1}^{m_{1}} \ldots x_{n}^{m_{n}}$ where each $m_{i}$ is a nonnegative number not exceeding the exponent of $x_{i}$.

Lemma 5.7.7. Let $G$ be a finitely generated commutative group of free rank $r$ and let $T$ be a generating set of $G$. Then $T$ contains $r$ elements that generate a subgroup $C$ of finite index and free rank $r$.

Proof. Induction on the free rank. If $G$ has free rank 0 , there is nothing to prove. Suppose that $G$ has free rank $r>0$, and $x_{1}, \ldots, x_{n}$ is a generating set of $G$. We can assume without loss of generality that all subsets of $\left\{x_{1}, \ldots, x_{n}\right\}$ generate subgroups of free ranks $<r$. If $n=r$, there is nothing to prove. Let $n>r$. By Exercise 5.7.6, there exists a generator (without loss of generality let it be $x_{1}$ ) which generates an infinite cyclic subgroup $A \leq G$. The subgroup $B$ generated by $x_{2}, \ldots, x_{n}$ has free rank $d \leq r-1$. By the induction assumption, there are $d$ elements generating a subgroup $C$ of $B$ of free rank $d$, and $C / B$ is finite. Without loss of generality let these elements be $x_{2}, \ldots, x_{d+1}$. Then consider the subgroup $C_{1}$ generated by $x_{1}, x_{2}, \ldots, x_{d+1}$. We claim that $G / C_{1}$ is finite. Indeed, $G / C_{1}$ is generated by the images of $x_{2}, \ldots, x_{n}$, and $C_{1} \geq C$ by definition. Therefore the image of each $x_{i}, i \geq 2$ has finite exponent in $G / C_{1}$ and by Exercise 5.7.6 $G / C_{1}$ is finite. Since the free rank of $C_{1}$ cannot be bigger than the number of generators of $C_{1}$ (by Lemma 5.7.5), and $d<r$, we conclude that $d+1=r$ and $x_{1}, x_{2}, \ldots, x_{r}$ is the required set of generators.

Theorem 5.7.8. Let $G$ be a finitely generated commutative group of free rank $r$ and let $T=\left\{t_{1}, \ldots, t_{s}\right\}$ be a generating set of $G$, so that $\left\{t_{1}, \ldots, t_{r}\right\}$ generate a
subgroup $C$ of finite index and free rank $r$ (it exists by Lemma 5.7.7). Then $T$ can be extended to a possibly bigger finite generating set $\left\{t_{1}, \ldots, t_{s}, t_{s+1}, \ldots, t_{p}\right\}$ such that for every $i, j>s, t_{i} t_{j}=t_{k} g$ where $g \in C$.

Proof. Since $G / C$ is finite, there exists a finite subset $t_{s+1}, \ldots, t_{p} \in G$ such that every element of $G / C$ is the image of one of the $t_{i}$ in $G / C$. It suffices to add this subset to the generating set of $G$.
5.7.3. Nilpotent groups. Here we prove that every finitely generated nilpotent group has polynomial growth (it was first proved by Wolf [332]), and find a precise growth function (up to the equivalence from Section 1.5) - a result obtained by Bass [25] and Guivarc'h [140, 141] (they proved that the upper bound of the growth function coincides, up to equivalence, with the lower bound found by Wolf).
5.7.3.1. Some basic properties of nilpotent groups. We have defined nilpotent groups using upper central series (see Section 3.6.2): a group $G$ is called nilpotent of class $n$ if $G$ is equal to the $n$-th member of its upper central series. Here it is more convenient to use an alternative definition in terms of the lower central series.

Recall that the triple commutator $[x, y, z]$ is an abbreviation for $[[x, y], z]$. More generally, for each integer $n>2$, the iterated commutator of length $n$ is defined as $\left[x_{1}, \ldots, x_{n-1}, x_{n}\right]=\left[\left[x_{1}, \ldots, x_{n-1}\right], x_{n}\right]$. If $G$ is a group, we denote by $\gamma_{n}(G)$ the subgroup generated by the iterated commutators $\left[g_{1}, \ldots, g_{n-1}, g_{n}\right.$ ] where $g_{1}, \ldots, g_{n-1}, g_{n}$ run over $G$. (In particular, $\gamma_{2}(G)=G^{\prime}$, the derived subgroup of $G$ ). It is convenient to set $\gamma_{1}(G)=G$. The decreasing series of subgroups

$$
G=\gamma_{1}(G) \geq \gamma_{2}(G) \geq \cdots \geq \gamma_{n}(G) \geq \ldots
$$

is called the lower central series of $G$.
The following exercise can be proved by induction on the length of an iterated commutator using Exercise 1.4.1 and will be used several times later.

Exercise 5.7.9. Let $x_{1}, \ldots, x_{n} \in G$ and for some $i=1, \ldots, n, x_{i}=y_{i} z_{i}$, where $y_{i}, z_{i} \in G$. Prove that $\left[x_{1}, \ldots, x_{i}, \ldots, x_{n}\right]$ is equal to

$$
\left[x_{1}, \ldots, y_{i}, \ldots, x_{n}\right]\left[x_{1}, \ldots, z_{i}, \ldots, x_{n}\right]
$$

times a product of commutators of $x_{1}, \ldots, x_{n}, y_{i}, z_{i}$ of length $>n$, and their inverses. Using the fact that $x_{i} x_{i}^{-1}=1$ and the iterated commutator of $x_{1}, \ldots, x_{n}$ is 1 provided one of the $x_{i} \mathrm{~S}$ is 1 , deduce that $\left[x_{1}, \ldots, x_{i}, \ldots, x_{n}\right]^{-1}$ is equal to $\left[x_{1}, \ldots, x_{i}^{-1}, \ldots, x_{n}\right]$ times a product of commutators of bigger length.

Exercise 5.7.10. (1) Prove that every $\gamma_{n}(G)$ is a normal subgroup of $G$.
(2) Prove that $\gamma_{n-1}(G) / \gamma_{n}(G)$ is contained in the center of the factor-group $G / \gamma_{n}(G)$.
(3) Prove that if $x=\left[x_{1}, x_{2}, \ldots, x_{n}\right]$, then
$x^{m} \equiv\left[x_{1}^{m}, x_{2}, \ldots, x_{n}\right] \equiv\left[x_{1}, x_{2}^{m}, \ldots, x_{n}\right] \equiv \cdots \equiv\left[x_{1}, x_{2}, \ldots, x_{n}^{m}\right] \quad\left(\bmod \gamma_{n+1}(G)\right)$ for every $m, n$.
(4) Prove that for every $x_{1}, \ldots, x_{n} \in G, a \in \gamma_{2}(G)$,

$$
\left[x_{1} a, x_{2}, \ldots, x_{n}\right] \equiv\left[x_{1}, x_{2} a, \ldots, x_{n}\right] \equiv \cdots \equiv\left[x_{1}, \ldots, x_{n} a\right] \equiv\left[x_{1}, \ldots, x_{n}\right]
$$

modulo $\gamma_{n+1}(G)$.
(5) Prove that $\left[\gamma_{i}(G), \gamma_{j}(G)\right] \subseteq \gamma_{i+j}(G)$ for every $i, j$. Hint: Use induction on i. Applying the group analog of the Jacobi identity and the anti-commutativity law for group commutators (Exercise 1.4.1) show that

$$
\left[\gamma_{i}(G), \gamma_{j}(G)\right]=\left[\left[\gamma_{i-1}(G), \gamma_{1}(G)\right], \gamma_{j}(G)\right]
$$

is inside the subgroup generated by the product of two subgroups:

$$
\left[\left[\gamma_{j}(G), \gamma_{1}(G)\right], \gamma_{i-1}(G)\right]
$$

and

$$
\left[\left[\gamma_{j}(G), \gamma_{i-1}(G)\right], \gamma_{1}(G)\right]
$$

then use the induction assumption to show that both subgroups are inside $\gamma_{i+j}(G)$.

Part (5) of Exercise 5.7.10 means that the subgroups $\gamma_{i}(G), i=1,2, \ldots$, form a filtration of $G$.

Lemma 5.7.11. Let $X$ be a subset of $G$, such that the image $\bar{X}$ of $X$ in $G / \gamma_{2}(G)$ generates a free commutative subgroup of finite index. Let $n \geq 2$. Then the set $X_{n}$ of commutators $\left[x_{1}, x_{2}, \ldots, x_{n}\right], x_{i} \in X$, belongs to $\gamma_{n}(G)$ (by the definition of $\gamma_{n}(G)$ ). We claim that the image $X_{n}$ of $X_{n}$ in $\gamma_{n}(G) / \gamma_{n+1}(G)$ generates a subgroup $H_{n}$ of finite index.

Proof. Let $H$ be the subgroup of $G / \gamma_{2}(G)$ generated by $\bar{X}$. Let $N$ be the size of the finite factor-group $\left(G / \gamma_{2}(G)\right) / H$. Then by Exercise 1.8 .10 for every $g \in G / \gamma_{2}(G), g^{N} \in H$. Take a finite generating set $X^{\prime} \supseteq X$ of $G$. By definition, $\gamma_{n}(G)$ is generated by all iterated commutators of length $n$ of elements of $X^{\prime}$. These commutators commute modulo $\gamma_{n+1}(G)$. Take a product $p$ of several such commutators. Then by part 3 of Exercise $5.7 .10 p^{N^{n}}$ is a product of commutators of the form $\left[x_{1}^{N}, \ldots, x_{n}^{N}\right]$ modulo $\gamma_{n+1}(G)$. Since $x_{i}^{N} \in H$ modulo $\gamma_{2}(G)$, each $x_{i}^{N}$ is a product of elements of $X$ modulo $\gamma_{2}(G)$. Then $p^{N^{n}}$ is a product of iterated commutators of length $n$ of elements of $X$. Thus every element of $\gamma_{n}(G) / \gamma_{n+1}(G)$ to the power $N^{n}$ belongs to $H_{n}$. By Exercise 5.7.6 then $H_{n}$ has finite index in $\gamma_{n}(G) / \gamma_{n+1}(G)$.

The following exercise explains why nilpotency can be defined in terms of lower central series.

ExERCISE 5.7.12. Let $G$ be a group and suppose a series of its normal subgroups

$$
G=G_{1} \geq G_{2} \geq \cdots \geq G_{c+1}=\{1\}
$$

has the property that $G_{i-1} / G_{i}$ is contained in the center of the group $G / G_{i}$ for each $i=2, \ldots, c+1$. Prove that then for $i=1, \ldots, c$, the subgroup $G_{i}$ is contained in the $(c-i+1)$-th member of the upper central series of $G$ and contains the $i$-th member of the lower central series of $G$. In particular, the $s$-th member of the upper central series is equal to $G$ if and only if $s+1$-th member of the
lower central series is equal to 1 . Thus $G$ is nilpotent of class $c$ if and only if $\gamma_{c+1}(G)=\{1\}$
5.7.3.2. Distorted cyclic subgroups of nilpotent groups. Let $G$ be a group generated by a finite set $X$, and $h \in G$. Then let $|h|_{X}$ be the length of a shortest word in $X$ representing $h$ in $G$.

We can define the distortion function of the element $h$ as

$$
\delta_{h}(n)=\left|h^{n}\right|_{X}
$$

ExERCISE 5.7.13. Show that the distortion function $\delta_{h}(n)$, up to equivalence from Section 1.5, does not depend on the choice of the finite generating set $X$.

ExERCISE 5.7.14. Show that $\delta_{g}(n)$ and $\delta_{g^{k}}(n)$ are equivalent for every $k \neq 0$.
EXERCISE 5.7.15. Show that the distortion function $\delta_{h}(n)$ is subadditive that is

$$
\delta_{h}(m+n) \leq \delta_{h}(m)+\delta_{h}(n)
$$

The following exercise belongs to an elementary calculus book. Since this is not a calculus book, we provide a hint.

ExERCISE 5.7.16. Let $\delta: \mathbb{N} \rightarrow \mathbb{N}$ be a subadditive function and for some $c$, $\delta\left(n^{c}\right) \leq C n$ where $C$ is a constant. Show that there exists a constant $C^{\prime}>C$ such that $\delta(m) \leq C^{\prime} \sqrt[c]{m}$ for every $m$. Hint: If $m$ is a perfect $c$ th power, there is nothing to prove. Otherwise for some $n \approx \sqrt[c]{m}$ we have $n^{c}<m<(n+1)^{c}$. Then $m=n^{c}+m^{\prime}$ where $m^{\prime} \leq C_{1} n^{c-1}$ (use the Newton binominal formula from Exercise 1.4.12). Apply the subadditivity: $\delta(m) \leq \delta\left(n^{c}\right)+\delta\left(m^{\prime}\right) \leq C n+\delta\left(m^{\prime}\right)$ and use induction on $m$.

The following exercise is an analog of Theorem 5.7.1 (the proof is also similar).

ExERCISE 5.7.17. Let $G$ be a finitely generated group and $H$ be a normal subgroup of $G$ of finite index. Let $g \in H$. Then the distortion function of $g$ in $H$ is equivalent to the distortion function of $g$ in $G$.

We shall call a function $f: \mathbb{N} \rightarrow \mathbb{N}$ linear if it is equivalent to the identity function $n \mapsto n$.

ExERCISE 5.7.18. Show that in the free commutative group $\mathbb{Z}^{n}$ the distortion function of every non-identity element is linear.

Lemma 5.7.19. For every element $g$ of a finitely generated commutative group $G$, if $g$ is not of finite exponent, then $\delta_{g}(n)$ is linear.

Proof. By Lemma 5.7.7, $G$ contains a finitely generated free commutative subgroup $H$ of finite index. Let $k$ be the size of the factor-group $G / H$. Then $g^{k} \in H$ by Exercise 1.8.10. By Exercise 5.7 .18 the distortion function of $g^{k}$ in $H$ is linear. Since $g$ is not of finite exponent $g^{k} \neq 1$. Hence by Exercise 5.7.17, the distortion function of $g^{k}$ in $G$ is linear. Hence by Exercise 5.7.14, the distortion function $\delta_{g}(n)$ in $G$ is linear.

Exercise 5.7.20. Show that in the free group, the distortion function of every non-identity element is linear. Hint. Show that the distortion functions of conjugate words are equivalent. Then take a cyclically reduced word $u$ and show that $\delta_{u}(n)=n|u|$.

Exercise 5.7.21. Show that the distortion function of an element in a groupgenerating an infinite cyclic subgroup cannot be smaller than $\ln n$. Hint: If $\delta_{u}(n)$ is much smaller than $\ln n$, then the number of different powers $u^{k}$ which can be represented by words of length $\leq n$ in a finite alphabet, would be superexponential in $n$ while the number of words of length $\leq n$ is exponential in $n$.

Exercise 5.7.22. Show that in the Baumslag-Solitar group $\mathrm{BS}_{1,2}=\mathrm{gp}\langle a, b|$ $\left.b^{-1} a b=a^{2}\right\rangle$, the distortion function of the element $a$ is equivalent $\ln n$. Hint: The element $a^{2^{n}}$ is represented by the word $b^{-n} a b^{n}$ of length $2 n+1$.

One of the key features of nilpotent groups is that the distortion functions of commutators in a nilpotent group are much smaller than linear but much bigger than logarithm.

Lemma 5.7.23. Let $G$ be a nilpotent group of class 2 generated by a set $X$, $a, b \in X$. Then $\delta_{[a, b]}(n)$ does not exceed $C \sqrt{n}$ for some constant $C$. 11

Proof. Note that by Exercise 5.7 .9 and the fact that $G$ satisfies the identity $[x, y, z]=1$, we have $[a, b]^{m^{2}}=\left[a^{m}, b^{m}\right]$, and the length of the right-hand side of this equality is $4 m$. Hence $\delta_{[a, b]}\left(m^{2}\right) \leq 4 m$. Now we can apply Exercise 5.7.16,

The following lemma generalizes Lemma 5.7.23 to nilpotent groups of arbitrary class.

Lemma 5.7.24. Let $G$ be a nilpotent group of class $c$ generated by a set $X$. Let $X_{1}=X$, and for every $i>1, X_{i}$ be the union of sets $\left[X_{j}, X_{i-j}\right], j=1, \ldots, i-1$ (where by definition $[A, B]=\{[a, b] \mid a \in A, b \in B\}$ ). Let $h \in X_{c}$. Then $\delta_{h}(n)$ does not exceed $C \sqrt[c]{n}$ for some constant $C$ depending only on $c$.

Proof. Induction on $c$. For $c=2$ we can apply Lemma 5.7.23, Let $c>2$, $h=\left[h_{1}, h_{2}\right]$ where $h_{1} \in X_{i}, h_{2} \in X_{c-i}, 1 \leq i \leq c-1$. Then by Exercise 5.7.9, $h^{m^{c}}=\left[h_{1}^{m^{i}}, h_{2}^{m^{c-i}}\right]$. By the induction hypothesis, $h_{1}^{m^{i}}$ can be represented, modulo $\gamma_{i+1}(G)$, by a word of length at most $C_{1} m$, and $h_{2}^{m^{c-i}}$ can be represented, modulo $\gamma_{c-i+1}(G)$ by a word of length at most $C_{2} m$ where $C_{1}, C_{2}$ are constants. Since $\left[\gamma_{j}(G), \gamma_{c+1-j}(G)\right]=1$ for every $j>0$ (by part 5 of Exercise 5.7.10), we conclude that $h^{m^{c}}$ can be expressed as a word in $X$ of length at most $2\left(C_{1}+C_{2}\right) m$. Hence $\delta_{h}\left(m^{c}\right) \leq C_{3} m$ for some constant $C_{3}$. It remains to apply Exercise 5.7.16,

It turns out that the distortion function $\delta_{h}(n), h \in X_{c}$, is in fact equivalent to $\sqrt[c]{n}$ provided $h$ is not of finite exponent.

Theorem 5.7.25. Let $G$ be a finitely generated nilpotent group with filtration $G=G_{1}>G_{2}>\cdots>G_{c+1}=\{1\}$. Let $h \in G_{c}$ and $h$ does not have a finite exponent. Then $\delta_{h}(n)$, up to the equivalence, exceeds $\sqrt[c]{n}$.

[^20]Proof. We need to show that if $h^{n}$ is represented by a word $w$ of length $r$ in the generators of $G$, then it is represented by a word of length at most $r^{c}$ in the generators of $G_{c}$ (since $G_{c}$ is a finitely generated commutative group, we then can use Lemma 5.7.19).

If $c=1, G$ is commutative, so the statement follows from Lemma 5.7.19, Let $c \geq 2$. Consider the finitely generated commutative group $G / G_{2}$. Let $r_{1}$ be the free rank of this group. By Lemma 5.7 .7 it contains a free commutative subgroup $A_{1}$ of free rank $r_{1}$ and finite index. Let $H_{1}$ be the preimage of $A$ in $G$. Then $H_{1}$ has finite index in $G$ (prove it!). The group $H_{1}$ has a filtration $H_{1}>G_{2}>\cdots>G_{c+1}=\{1\}$ and $H_{1} / G_{2}$ is isomorphic to $A_{1}$. By Exercise 1.8.10 if a natural number $k>0$ is divisible by the size of $G / H_{1}$ (which depends only on $G$ but not on $g$ ), then $g^{k} \in H_{1}$. Then by Exercise 5.7.17, the distortion functions of $g^{k}$ in $H_{1}$ and in $G$ are equivalent. So we can consider $H_{1}$ instead of $G$ and $g^{k}$ instead of $g$ (by Exercise [5.7.14). Eventually we shall demand that $k$ is divisible by some finitely many other numbers (all of which will not depend on $g$ ).

By Exercise 5.7.13, we can choose a finite generating set of $H_{1}$ as we want. Since all iterated commutators in $H_{1}$ of sufficiently large length are equal to 1 , we can choose a finite generating set $X$ of $H_{1}$ which is closed under taking inverses and commutators. Moreover, we can add a finite number of elements to $X$ and assume that $X \cap G_{i}$ generates $G_{i}$ for every $i$. Even moreover since commutators of any two elements of $H_{1}$ are in $G_{2}$, we can assume that the images of the first $r_{1}$ elements $x_{1}, \ldots, x_{r_{1}}$ of $X$ in $A_{1}=H_{1} / G_{2}$ form a free generating set of $A_{1}$.

Then we denote $X_{i}=X \cap G_{i}, i=1, \ldots, c, X_{i}^{\prime}=X \backslash X_{i}$. Let $w$ be a word in $X$ representing $g^{k n}$ for some $n>1$. Thus $X_{1} \backslash X_{2}=\left\{x_{1}^{ \pm 1}, \ldots, x_{r_{1}}^{ \pm 1}\right\}$. Then the $X$-multilength of $w$ is a vector $\left(n_{1}, n_{2}, \ldots, n_{c}\right)$ where $n_{i}$ is the number of occurrences of letters from $X_{i}^{\prime}$ and their inverses in $w$. Thus $X=X_{c+1}^{\prime}$.

Now let us do some string rewriting. Pick one of the letters among $x_{1}, \ldots, x_{r_{1}}$, say, $x_{1}$. The rewriting rules are

$$
\begin{equation*}
x_{i}^{\alpha} x_{1}^{\beta} \rightarrow x_{1}^{\beta} x_{i}^{\alpha} x_{k} \tag{5.7.2}
\end{equation*}
$$

where $\alpha, \beta \in\{-1,1\}, x_{k}$ is a generator from $X$ that is equal to the commutator $\left[x_{i}^{\alpha}, x_{1}^{\beta}\right], j \leq r_{1}$. Using these rules, we can move all occurrences of letters $x_{1}^{\alpha}$, $\alpha \in\{-1,1\}$ to the left. The resulting word has the form $x_{1}^{q_{1}} w_{1}$ where $w_{1}$ does not have letters from $\left\{x_{1}, x_{1}^{-1}\right\}$.

Let us estimate the multilength $\left(n_{1}^{\prime}, n_{2}^{\prime}, \ldots, n_{c}^{\prime}\right)$ of $w_{1}$. It contains all the letters of $w$ minus letters from $\left\{x_{1}, x_{1}^{-1}\right\}$ plus new letters introduced during the rewriting. Every time we apply a rule (5.7.2) with $x_{i} \in X_{e}^{\prime}$, we add a new letter from $X_{e+1}^{\prime}$, keeping the letter $x_{i}$. Thus, in particular, $n_{1}^{\prime}$ is at most $n_{1}-q$ where $q$ is the number of occurrences of $x_{1}^{ \pm 1}$ in $w$. In general we have:

Exercise 5.7.26. Prove the following "binomial inequality"

$$
n_{i}^{\prime} \leq n_{i}+\binom{q}{1} n_{i-1}+\binom{q}{2} n_{i-2}+\cdots=\sum_{s=0}^{i}\binom{q}{s} n_{i-s}
$$

Hint: Use induction on $q$. If $q \leq 1$, the inequality was established above. If $q>1$, then moving one occurrence of $x_{1}^{ \pm 1}$ all the way to the left increases each $n_{i}$ by
at most $n_{i-1}$. Then use the Pascal triangle equality $\binom{q-1}{j}+\binom{q-1}{j-1}=\binom{q}{j}$ (Exercise 1.1.4).

We shall continue moving letters $x_{1}, \ldots, x_{r_{1}}$ to the left until no such letters remain in $w^{\prime}$. Our goal is to show that the last component of the multilength of $w^{\prime}$ never exceeds some constant times $r^{c}$ where $r$ is the length of $w$. It is easier to show a stronger result that the $i$-th coordinate of the multilength never exceeds $C r^{i}$ (for some constant $i$ ). Suppose that we already have $n_{i} \leq C r^{i}$. Since $q \leq r$, we have $\binom{q}{i} \leq r^{i}$. Therefore Exercise 5.7.26 implies $n_{i}^{\prime} \leq \sum C r^{s} r^{i-s}=C_{1} r^{i}$ for some constant $C_{1}$ which does not depend on $r$ or $w$. Thus by moving all letters $x_{1}^{ \pm 1}, \ldots, x_{r_{1}}^{ \pm 1}$ to the left, we deduce that $g^{k n}$ is represented by a word of the form $x_{1}^{p_{1}} \ldots x_{r_{1}}^{p_{r_{1}}} w_{r_{1}}$ where the word $w_{r_{1}}$ does not contain letters from $X_{1}^{\prime}$, and its multilength in $H_{1}$ does not exceed ( $0, C_{r_{1}} r^{2}, \ldots, C_{r_{1}} r^{c}$ ) for some constant $C_{r_{1}}$. Note that the element of $G$ represented by $w_{r_{1}}$ is in $G_{2}$. Since $g \in G_{c} \subseteq G_{2}$, the image of $x_{1}^{p_{1}} \ldots x_{r_{1}}^{p_{r_{1}}}$ is equal to 1 in $A_{1}$. Since the images of $x_{1}, \ldots, x_{r_{1}}$ in $A_{1}$ are free generators, we conclude that $p_{1}=\cdots=p_{r_{1}}=0$.

Now we have to consider $w_{r_{1}}$ which is a word in $X_{2}$ representing $g^{k n}$. By the choice of $X$, we have that $X_{2}$ generates $G_{2}$. We will apply to $G_{2}$ the same procedure we applied to $G$. First find a finite index subgroup $H_{2} \leq G_{2}$ containing $G_{3}$ such that $A_{2}=H_{2} / G_{3}$ is a free commutative group of free rank $r_{2}$. In order to make sure $g^{k}$ belongs to $H_{2}$, we demand now that $k$ is divisible by the product $\left|G / H_{1}\right|\left|G_{2} / H_{2}\right|$. Then make $X_{2}$ a bit smaller so that the images of the first $r_{2}$ elements of $t_{1}, \ldots, t_{r_{2}}$ of the new generating set $T$ of $H_{2}$ in $H_{2} / G_{3}$ are free generators of $A_{2}$. By both replacing $G_{2}$ with a finite index subgroup $H_{2}$ and by making $X_{2}$ smaller, we increase the multilength of the word representing $g^{k n}$. But the increase is only by a constant multiple (why?). Thus we can still assume that a word $w$ in the alphabet $T$, represents $g^{k n}$ and has multilength (in $G_{2}$ ) at most $\left(C r^{2}, \ldots, C r^{c}\right)$ for some constant $C$. As before let us move the letters from $T_{1}=T \backslash G_{3}$ to the left in $w$. Since $T \subset G_{2}$, by the definition of filtration, the "binomial inequality" now looks as follows:

$$
n_{i}^{\prime} \leq n_{i}+\binom{q}{1} n_{i-2}+\binom{q}{2} n_{i-4}+\ldots
$$

where $q<C r^{2}$ is the number of occurrences of letters from $T_{1}$ in $w^{\prime},\left(n_{2}, \ldots, n_{c}\right)$ is the multilength of $w$ and $\left(n_{2}^{\prime}, \ldots, n_{c}^{\prime}\right)$ is the multilength of the word obtained by moving all occurrences of $t_{1}^{ \pm 1}$ to the left. Now since $q<C r^{2}$ we get $\binom{q}{j} \leq C_{1} r^{2 j}$. Since $n_{i-2 j} \leq C r^{i-2 j}$, we get inequality $n_{i}^{\prime} \leq C_{2} r^{i}$ for some constant $C_{2}$. As before, after moving all letters $t_{1}^{ \pm 1}, \ldots, t_{r_{2}}^{ \pm 1}$ to the left of $w$, we obtain a word of the form $t_{1}^{s_{1}} \ldots t_{r_{2}}^{s_{r_{2}}} w_{r_{2}}$ where $w_{r_{2}}$ does not contain letters from $\left\{t_{1}^{ \pm 1}, \ldots, t_{r_{2}}^{ \pm 1}\right\}$. Since the images of $t_{1}, \ldots, t_{r_{2}}$ in $H_{2} / G_{3}$ are free generators of $A_{2}$, we conclude that $s_{1}=s_{2}=\cdots=s_{r_{2}}=0$.

Now we can proceed with considering $w_{r_{2}}$ and $G_{3}$ instead of $G_{2}$, etc.
Exercise 5.7.27. Complete the proof of Theorem 5.7.25
5.7.3.3. The theorem of Bass and Guivarc'h. Now we fix a finitely generated nilpotent group $G$ with lower central series

$$
G=\gamma_{1}(G) \geq \gamma_{2}(G) \geq \cdots \geq \gamma_{p}(G) \geq \gamma_{p+1}(G)=1
$$

By Exercise 5.7.10, for each $h=1, \ldots, p$, the group $\gamma_{h}(G) / \gamma_{h+1}(G)$ is finitely generated and commutative. Let $r_{h}$ be the free rank of $\gamma_{h}(G) / \gamma_{h+1}(G)$ and let $d(G)=\sum_{h=1}^{p} h r_{h}$.

Theorem 5.7.28 (Bass [25], Guivarc'h [140, 141). The growth function $f(x)$ of a finitely generated nilpotent group $G$ is equivalent to $x^{d(G)}$.
5.7.3.4. The lower bound. Let $A=G / \gamma_{2}(G)$. Then $A$ is a finitely generated commutative group. Hence it has a finitely generated free commutative subgroup $B$ such that $A / B$ is finite (by Theorem [5.7.3). Let $\bar{T}_{1}$ be a free generating set of $B$, for each element $\bar{t} \in \bar{T}_{1}$ pick one element $t \in G$ whose image in $A$ is $\bar{t}$. Denote the (finite) set of all these $t$ by $T_{1}$.

Let us define sets $T_{2}, T_{3}, \ldots$ by induction: $T_{h+1}=\left[T_{h}, T_{1}\right]$. Then $T_{h} \subset \gamma_{h}(G)$ by the definition of $\gamma_{h}(G)$. By Lemma 5.7.11, the image of $T_{h}$ in $\gamma_{h}(G) / \gamma_{h+1}(G)$ generates a commutative subgroup of free rank $r_{h}$. Let $T=\cup T_{h}$, it is a finite subset of $G$. By Theorem 5.7.8, there are $r_{c}$ elements $g_{1}, \ldots, g_{r_{c}}$ of $T_{c}$ which generate a free commutative subgroup of free rank $r_{c}$.

Let us use induction on pairs $(c, d(G))$ ordered lexicographically. For $c=1$ and any $d(G)$, the statement follows from Theorem 5.7.4. Let $c>1$. If $r_{c}=0$, then $\gamma_{c}(G)$ is finite, by Theorem 5.7.1 the growth function of $G$ is equivalent to the growth function of $G / \gamma_{c}(G)$ which is nilpotent of class $c-1$ and we can use the induction assumption.

Suppose that $r_{c}>0$. Then $g=g_{c, 1}$ generates an infinite cyclic subgroup $H$. Since $H$ is in the center of $G$ (why?), $H$ is normal in $G$ and we can consider the factor-group $G^{\prime}=G / H$. The lower central series of $G^{\prime}$ is $\gamma_{1}(G) / H, \ldots, \gamma_{c}(G) / H$ (prove it!). Since $\gamma_{i}\left(G^{\prime}\right) / \gamma_{i+1}\left(G^{\prime}\right)=\left(\gamma_{i}(G) / H\right) /\left(\gamma_{i+1}(G) / H\right)$ is isomorphic to $\gamma_{i}(G) / \gamma_{i+1}(G)$ for $i=1, \ldots, c-1$ (why?) and $\gamma_{c}\left(G^{\prime}\right)=\gamma_{c}(G) / H$, we have that $d\left(G^{\prime}\right)=d(G)-c$. Therefore we can use the induction assumption for $G^{\prime}$ and conclude that for every $n, G^{\prime}$ contains at least $m=C n^{d\left(G^{\prime}\right)}=C n^{d(G)-c}$ elements represented by words of length at most $n$. Let $\bar{u}_{1}, \ldots, \bar{u}_{m}$ be these elements in $G^{\prime}=G / H$ and $u_{1}, \ldots, u_{m}$ be the elements represented by the same words in $G$ (so that $\bar{u}_{i}$ is the image of $u_{i}$ in $\left.G / H\right)$. Note that the element $g^{k}$ for $k$ between 1 and $n^{c}$ can be represented by a word of length at most $C_{1} n$ for some constant $C_{1}$ by Lemma 5.7.24. Therefore the elements $u_{i} g^{j}$ where $i=1, \ldots, m, j=1, \ldots, n^{c}$ can be represented by words of length at most $n+C_{1} n$. All these elements are different. Indeed, if $u_{i} g^{j}=u_{k} g^{l}$, then $\bar{u}_{i}=\bar{u}_{k}$ in $G^{\prime}$, hence $u_{i}=u_{k}$. Canceling $u_{i}$, we get $g^{j}=g^{l}$ which implies $j=l$ since $H$ is infinite cyclic (i.e., isomorphic to $\mathbb{Z}$, and $\mathbb{Z}$ does not have two equal numbers). The number of these elements $u_{i} g^{j}$ is then $m n^{c}=n^{d\left(G^{\prime}\right)+c}=n^{d(G)}$, hence the growth function $f(n)$ of $G$ satisfies $f\left(n+C_{1} n\right) \geq n^{d(G)}$ which implies the required lower bound.
5.7.3.5. The upper bound. Consider a finite generating set $T$ of a nilpotent group $G$ of class $c$. Then find the elements $g_{i, j}$ as in Section 5.7.3.4. Again use induction on $(c, d(G))$. If $r_{c}=0$, then the growth functions of $G$ and $G / \gamma_{c}(G)$ are
equivalent by Part (2) of Theorem[5.7.1] and we can use the induction assumption because the nilpotency class of $G / \gamma_{c}(G)$ is $c-1$. So suppose that $r_{c}>0$, so that the subgroup $H$ generated by $g=g_{c, 1}$ is infinite cyclic. By induction, the growth function of $G^{\prime}=G / H$ does not exceed $C n^{d}\left(G^{\prime}\right)=C n^{d(G)-c}$. Let $u$ be an element in $G$ which can be represented by a word of length $\leq n$. Then the image of $u$ in $G^{\prime}$ can be represented by a word of length at most $n$, and there are at most $C n^{d\left(G^{\prime}\right)}$ such images. If two elements $u, v$ which can be represented by words of length $\leq n$ have the same image in $G^{\prime}$, then $u=v g^{s}$ where $g^{s}$ can be represented by a word of length at most $2 n$ (why?). By Theorem 5.7.25 there are at most $C_{1} n^{c}$ such numbers $s$ for some constant $C_{1}$. Therefore the growth function $f(n)$ of $G$ with respect to the generating set $T$ cannot exceed $C n^{d\left(G^{\prime}\right)} C_{1} n^{c}=C C_{1} n^{d(G)}$ which implies the desired upper bound.
5.7.4. Grigorchuk's group of intermediate growth. We will start with a Mealy automaton $\mathcal{G}$. Its alphabet $X$ is $\{0,1\}$.

The automaton $\mathcal{G}$ is on Figure 5.42, it has five vertices labeled by $a, b, c, d, \mathbf{1}$. Let us denote the transformations of the free monoid $X^{*}$ corresponding to these vertices by the same letters.


Figure 5.42. The Mealy automaton defining the Grigorchuk group

Then for every word $u$ in the alphabet $\{0,1\}$ we have

$$
\begin{array}{ll}
\mathbf{1}(u)=u, & \\
a(0 u)=1 u, & a(1 u)=0 u, \\
b(0 u)=0 a(u), & b(1 u)=1 c(u),  \tag{5.7.3}\\
c(0 u)=0 a(u), & c(1 u)=1 d(u), \\
d(0 u)=0 u, & d(1 u)=1 b(u) .
\end{array}
$$

Exercise 5.7.29. Prove formulas (5.7.3).
Note that $G$ acts by automorphisms on the vertices of the infinite rooted binary tree $T$ (see Figure 1.14), which is the Cayley graph of the free semigroup with two generators 0,1 . Thus there exists a natural homomorphism from $G$ into the group $\operatorname{Aut}(T)$ of all automorphisms of the tree $T$. That homomorphism is injective (why?), so every element of $G$ can be viewed as an automorphism of $T$.

Exercise 5.7.30. By (5.7.3) the transformation $\mathbf{1}$ is the identity element of Aut $(T)$. Prove that
(1) $a^{2}=b^{2}=c^{2}=d^{2}=\mathbf{1}$, in particular each transformation $a, b, c, d$ is a bijection.
(2) $b, c, d$ pairwise commute and the product of any two of these transformations is the third: $b c=d, c d=b, d b=c$.

By Exercise 5.7.30, the transformations $a, b, c, d$ are bijections, and so they generate a group which we shall denote by $G$. That group was first discovered by Grigorchuk [121, $\mathbf{1 2 3}, \mathbf{1 2 5}$ (using a different notation). The fact that it is generated by the Mealy automaton $\mathcal{G}$ was observed by Merzlyakov [230] and appeared in the third edition of $\mathbf{1 7 0}$.

It was first established by Grigorchuk 121 that $G$ is a periodic group (later proved to have unbounded exponent) thus giving one more example of an infinite finitely generated periodic group (see Section 4.4.6).

Later, in [123, 125, Grigorchuk proved that $G$ has intermediate growth.
Theorem 5.7.31. The group $G$ is infinite, periodic of unbounded exponent, and has intermediate growth.

There are many proofs of this important theorem. Here we basically follow Bartholdi's paper [22.

Let $H$ be the normal subgroup generated by the subgroup $V=\{\mathbf{1}, b, c, d\}$.
Exercise 5.7.32. Show that $H=\operatorname{gp}\left\langle b, c, d, b^{a}, c^{a}, d^{a}\right\rangle$ and $|G / H|=2$. Moreover for every $u \in X^{*}$ and every $g \in H, g(u)$ and $u$ have the same first letters. Hint: Show that $H$ has index 2 in $G$. One coset of $H$ is $H$ itself. What is the representative of the other coset? The fact that in every group every subgroup of index 2 is normal is a standard abstract algebra exercise.

There is a map $\psi$ from $H$ into the direct square of the group $\operatorname{Aut}(T): \psi(g)=$ $\left(g_{0}, g_{1}\right)$, so that $g(0 u)=0 g_{0}(u), g(1 u)=1 g_{1}(u)$. Note that $\psi$ is injective (prove it!). By Exercise 5.7.32, the map $\psi$ can be defined explicitly:

$$
\psi: \begin{cases}b \mapsto(a, c), & b^{a} \mapsto(c, a) ;  \tag{5.7.4}\\ c \mapsto(a, d), & c^{a} \mapsto(d, a) ; \\ d \mapsto(\mathbf{1}, b), & d^{a} \mapsto(b, \mathbf{1}) .\end{cases}
$$

Thus in fact $\psi(H) \subseteq G \times G$.
Note also that $\psi$ is a homomorphism (check it!). Moreover if we compose $\psi$ with the projection onto the first (second) coordinate, then we obtain a homomorphism $\psi_{i}: g \mapsto g_{i}$ into $G(i=0,1)$, and its image contains all generators of $G$ (see (5.7.4)). Thus $\psi_{0}$ is a surjective homomorphism from a proper subgroup $H$ of $G$ onto $G$. Therefore $G$ is infinite.

Exercise 5.7.33. Show that for every $g \in H$, if $\psi(g)=\left(g_{0}, g_{1}\right)$, then $\psi($ aga $)=$ $\left(g_{1}, g_{0}\right)$.

We will also consider a map from the free monoid $F=\operatorname{mn}\langle a, b, c, d\rangle$ to $F \times F$ given by the formulas (5.7.4). We shall denote that map also by $\psi$. Note that if a word $w$ represents an element $g \in H$, then the components of the pair $\psi(w)$ represent the corresponding components of $\psi(g)$ (why?).

The crucial idea of Bartholdi's proof is assigning different weights to different generators of $G$. Let $\eta \approx .811$ be the real root of the polynomial $x^{3}+x^{2}+x-2$. Let us assign the following weights $\omega$ to the generators of $G$ :

$$
\omega(a)=1-\eta^{3}, \omega(b)=\eta^{3}, \omega(c)=1-\eta^{2}, \omega(d)=1-\eta .
$$

It should become clear why such (strange on the first glance) weights are assigned to the generators of $G$. As usual, the weight of a word is the sum of weights of its letters, and the weight of an element $g$ of $G$, denoted $\omega(g)$, is the minimal weight of a word that represents this element (note that since every generator squared is $\mathbf{1}$, we only need to consider positive words), and the weighted growth function: $f_{\omega}(n)$ is the number of elements of $G$ of weight at most $n$.

Exercise 5.7.34. Show that the weighted growth function $f_{\omega}$ of $G$ is equivalent to its (usual) growth function.

Lemma 5.7.35. Every $g \in G$ is represented by a minimal weight word of the form

$$
\begin{equation*}
[*] a * a \cdots * a[*] \tag{5.7.5}
\end{equation*}
$$

where $* \in\{b, c, d\}$ and the first and the last ${ }^{*}$ 's are optional.
Proof. Indeed, if a word representing $g$ has two consecutive letters from $\{b, c, d\}$, then their product can be replaced either by $\mathbf{1}$ (if the letters are equal) or by the third letter from $\{b, c, d\}$. The number $\eta$ is chosen in such a way that for any permutation $(x, y, z)$ of $\{b, c, d\}$ we have $\omega(x) \leq \omega(y)+\omega(z)$. Thus the substitution of $z$ for $x y$ will not increase the weight of the word.

Note that the property of $\eta$ used in the proof of Lemma 5.7.35 is not the main reason we choose this number. Many weight functions $\omega$ satisfy this property, in
particular, any constant function. Thus Lemma 5.7.35 is still true if we replace "minimal weight" by "minimal length".

The next lemma shows that if $\psi(g)=\left(g_{0}, g_{1}\right)$, then the total weight of $g_{0}$ and $g_{1}$ is usually smaller than the weight of $g$. Thus although $g_{0}, g_{1}$ encode $g$, they weigh less. Basically this is the property that makes the growth of $G$ intermediate. A version of it was used in most other proofs of Theorem 5.7.31 including the original proof in [125.

Lemma 5.7.36. Let $g \in H$ with $\psi(g)=\left(g_{0}, g_{1}\right)$. Then

$$
\eta(\omega(g)+\omega(a)) \geq \omega\left(g_{0}\right)+\omega\left(g_{1}\right)
$$

Proof. Let $w$ be a minimal weight word of the form (5.7.5) representing $g$ in $G$. Thus the number of ${ }^{*}$ 's in $w$ is at most the number of $a$ 's plus one. Let $\psi(w)=\left(w_{0}, w_{1}\right)$, so that $w_{0}$ represents $g_{0}, w_{1}$ represents $g_{1}$. Note that

$$
\begin{align*}
& \eta(\omega(a)+\omega(b))=\omega(a)+\omega(c), \\
& \eta(\omega(a)+\omega(c))=\omega(a)+\omega(d),  \tag{5.7.6}\\
& \eta(\omega(a)+\omega(d))=0+\omega(b) .
\end{align*}
$$

(Check it! These formulas are the first significant reason for the choice of $\eta$ and the weight function $\omega$.) Since $\psi(b)=(a, c)$ and $\psi(a b a)=\psi\left(b^{a}\right)=(c, a)$ (see Exercise 5.7.33), each $b$ in $w$ contributes $\omega(a)+\omega(c)$ to the total weight of $w_{0}$ and $w_{1}$; a similar argument applies to $c$ and $d$. After we subdivide $w$ into letters from $\{b, c, d\}$ and subwords from $\{a b a, a c a, a d a\}$, we may have just one letter, $a$, left. Therefore $\eta \omega(g)$ is a sum of left-hand terms in (5.7.6) possibly minus $\eta \omega(a)$ while $\omega\left(g_{0}\right)+\omega\left(g_{1}\right)$ is bounded by the sum of the corresponding righthand terms (it is not necessarily an equality because $w_{0}, w_{1}$ may be not minimal weight words representing $g_{0}, g_{1}$ ).

The idea to count the number of elements of $G$ of weight not exceeding $n$ is to represent elements of $G$ by finite full binary trees introduced in Section 1.4.1.1. Recall that a full binary tree is a tree drawn on a plane where every vertex has out-degree either 2 or 0 (and in-degree 1 or 0 ).

Exercise 5.7.37. Prove that the number of full binary trees with $n+1$ leaves (i.e., the Catalan number $C_{n}$ ) does not exceed $n!\leq n^{n}=2^{n \log _{2}(n)}$. Hint. From every tree with $n$ leaves one can get $n$ trees with $n+1$ leaves: the tree number $i$ is obtained by adding two "children" to the leaf number $i .12$

We need two more real numbers: $\alpha=\frac{\ln 2}{\ln \frac{2}{\eta}} \approx .767$ and $\zeta=\frac{\omega(a)}{\frac{2}{\eta}-1} \approx .319$.
Lemma 5.7.38. Let $K>\zeta$. For every natural $n$ let $L_{n}$ be the maximal of two numbers: 1 and the smallest integer exceeding

$$
\left(2 \frac{n-\zeta}{K-\zeta}\right)^{\alpha}-1
$$

[^21]Then the weighted growth function $f_{\omega}(n)$ satisfies

$$
\begin{equation*}
f_{\omega}(n) \leq C_{L_{n}-1} 2^{L_{n}-1} f_{\omega}(K)^{L_{n}} . \tag{5.7.7}
\end{equation*}
$$

Hence $f_{\omega}(n) \leq 2^{c n^{8}}$ for some $c>0$.
Proof. We construct an injective map $\tau$ from $G$ into the set of labeled binary rooted trees each of whose leaves is labeled by an element of $G$ of weight at most $K$ and each non-leaf vertex is labeled by $a$ or 1 . The tree $\tau(g)$ will be called the picture of $g$. It is constructed as follows. If $\omega(g) \leq K$, then the picture of $g$ is a one-vertex tree with the vertex labeled by $g$. Let $\omega(g)>K$. Since $|G / H|=2$ (Exercise 5.7.32) and $a \notin H$ (why?), either $g \in H$ or $g a \in H$. Accordingly, denote by $h$ either 1 or $a$. Let $\psi(g h)=\left(g_{0}, g_{1}\right)$. By Lemma 5.7.36, $\omega\left(g_{i}\right) \leq \eta \omega(g)$ (prove it!), So by induction on the weight, we can assume that the tree pictures $T_{0}$ and $T_{1}$ of $g_{0}$ and $g_{1}$ are already known. Connect each of these trees to a new root vertex by an edge to obtain a new binary rooted tree $T$ with $T_{0}$ being to the left of $T_{1}$. Label the root of $T$ by $h$. The resulting tree is the picture $\tau(g)$ of $g$.

Let us prove that $\tau$ is injective. Let $T$ be a tree in the image of $\tau$. If $T$ consists of just one vertex labeled by $g$, then $\tau^{-1}(T)=g$. Suppose that $T$ has more than one vertex. Let $h \in\{a, \mathbf{1}\}$ be the label of the root of $T$, and $T_{0}, T_{1}$ be the two disjoint subtrees obtained by removing the root and the adjacent edges . Then, by induction, we can assume that there is at most one $g_{i}(i=0,1)$ such that $\tau\left(g_{i}\right)=T_{i}$. Since $\psi$ is injective, there exists unique $g \in G$ with $g h \in H$ and $\psi(g h)=\left(g_{0}, g_{1}\right)$. Hence $\tau^{-1}(T)=g$.

We next prove by induction on $n$ that if $\omega(g) \leq n$, then its picture has at most $L_{n}$ leaves. Indeed, if $\omega(g) \leq K$, then the picture of $g$ is a single vertex tree, hence has one leaf, and $L_{1}=1$. Otherwise the picture of $g$ consists of a root connected to the pictures of $g_{0}$ and $g_{1}$. Suppose that $\omega\left(g_{0}\right)=l, \omega\left(g_{1}\right)=m$. Then by Lemma 5.7.36 we have $l+m \leq \eta(n+\omega(a))$. By induction, these two pictures have at most $L_{l}$ and $L_{m}$ leaves. Since $\alpha<1$, we have $L_{l}+L_{m} \leq 2 L_{(l+m) / 2}$ for all $m, l$ (check it!). By direct computation $L_{\frac{\eta}{2}(n+\omega(a))}=\left\lfloor L_{n} / 2\right\rfloor$ (prove it! - this is the place in the proof where $\zeta$ is used), so the number of leaves of the picture of $g$ is at most

$$
L_{l}+L_{m} \leq 2 L_{(l+m) / 2} \leq 2 L_{\frac{n}{2}(n+\omega(a))} \leq L_{n}
$$

(check this!)
Thus $f_{\omega}(n)$ is bounded by the number of pictures with $L_{n}$ leaves. There are $C_{L_{n}-1}$ full binary trees with $L_{n}$ leaves, 2 choices for labels of each of the (at most $L_{n}-1$ by Exercise 1.3.11) non-leave vertices (the labels are $a$ and 1) and at most $f_{\omega}(K)$ choices for labels of each of the leaves. This gives us (5.7.7).

It remains to note that, by Exercise 5.7.37, for some constants $c_{1}, c>0$ and every $\alpha^{\prime}>\alpha$, we have $C_{L_{n}-1} \leq 2^{c_{1} L_{n}} \ln L_{n} \leq 2^{c_{2} n^{\alpha} \ln n} \leq 2^{c n^{8}}$ for all $n$ (here we used the fact that for every $\epsilon>0$, we have $\ln n<n^{\epsilon}$ for all sufficiently large $n)$.

Thus the growth function of $G$ is at most (up to the equivalence from Section (1.5) $2^{n^{.8}}$. Note that by using the precise formula for Catalan numbers, we would
obtain the upper estimate for the growth $2^{n^{\alpha}}$ which is currently the best known upper estimate for the growth function of $G$.

Let us prove that $G$ is periodic. Here we basically follow the book by de la Harpe [82, Chapter VIII]

Let $g \in G$. We shall prove, by induction on the length $|g|$, that $g^{2^{m}}=1$ for some $m$. For the generators of $G$, the statement is obvious: all generators have exponent 2. By Lemma 5.7.35 (using length instead of weight) a minimal length word $w$ representing $g$ has the form $[*] a * a \cdots * a[*]$ as in that lemma. Let $n$ be the length of that word. If $w$ starts and ends with $a$ or with $*$, we consider a cyclic shift of $w$ moving the first letter to the last position. Applying one of the reductions $a^{2} \rightarrow 1, b c \rightarrow d, \ldots$, we get an element of length at most $n-1$ representing a conjugate of $g$. It has exponent $2^{m}$ for some $m$. Hence $g$ has the same exponent. Thus we can assume that (up to a cyclic shift) $w=a u_{1} a \ldots u_{l}$, and $n=2 l$ is even, $u_{i} \in\{b, c, d\}$.

Suppose that $l$ is even. Then $g \in H$. We can represent

$$
\psi(w)=\psi\left(a u_{1} a\right) \psi\left(u_{2}\right) \psi\left(a u_{3} a\right) \ldots \psi\left(u_{l}\right)=\left(w_{0}, w_{1}\right)
$$

where the length of each of $w_{0}, w_{1}$ is at most $n / 2$ (check it!). By induction, the elements $g_{0}, g_{1}$ represented by $w_{0}, w_{1}$ have exponents $2^{m_{0}}$ and $2^{m_{1}}$ respectively for some $m_{0}, m_{1}$. Since $\psi$ is injective on $H$, we have $g^{2^{m}}=1$ where $m$ is the maximum of $m_{0}$ and $m_{1}$.

Finally suppose that $l$ is odd so that $n=4 s-2$ for some $s \geq 2$. Then consider

$$
w w=\left(a u_{1} a\right) u_{2} \ldots u_{2 m-2}\left(a u_{2 m-1} a\right) u_{1}\left(a u_{2} a\right) \ldots\left(a u_{2 m-2} a\right) u_{2 m-1}
$$

The length of $w w$ is $8 s-4$, so, as in the previous case $\psi(w w)=\left(w^{\prime}, w^{\prime \prime}\right)$ for some words $w^{\prime}, w^{\prime \prime}$ of length at most $4 s-2$ (i.e., at most the length of $w$ ). We show that the exponents of elements $g^{\prime}, g^{\prime \prime}$ are finite powers of 2 .

Consider three cases.
Case 1. If one of the $u_{i}$ is $d$ then we have $\psi\left(a u_{i} a\right)=(b, 1)$ and $\psi\left(u_{i}\right)=(1, b)$, thus $w^{\prime}$ and $w^{\prime \prime}$ are of length at most $4 s-3$, and we can apply induction on length.

Case 2. If one of $u_{i}$ is $c$, then $\psi\left(a u_{i} a\right)=(d, a), \psi\left(u_{i}\right)=(a, d)$ (Exercise 5.7.33). Hence both $w^{\prime}$ and $w^{\prime \prime}$ contain $d$ and the previous case applies.

Case 3. Finally if none of $u_{i}$ is $d$ or $c$, then $w=(a b)^{l}$. But $a b$ has exponent 8 (check it!), so $g$ has exponent dividing 8 .

Since $G$ is infinite, finitely generated and periodic, it cannot be an extension of a nilpotent group by a finite group by Corollary 3.4.2. Hence by Gromov's polynomial growth theorem [128] the growth of $G$ is super-polynomial. In fact Gromov's polynomial growth theorem is not necessary here. Grigorchuk $\mathbf{1 2 5}$ gave a purely combinatorial proof that the growth function $f(n)$ of $G$ is not smaller (with respect to the partial order < from Section 3.7.1) than $2^{\sqrt{n}}$. The biggest known lower estimate is due to Bartholdi $\left[\mathbf{2 3}\right.$ ] and is $\approx 2^{n^{.5157}}$.

It remains to prove that $G$ does not have bounded exponent. That easily follows from Zel'manov's solution of the restricted Burnside problem [333, $\mathbf{3 3 4}$. Indeed, suppose that $G$ has exponent $m$. For every element $g \neq \mathbf{1}$ in $G, g$ must act non-identically on some vertex $v_{g}$ of $T$. Recall that vertices of $T$ are words in $\{0,1\}^{*}$. Let $n$ be the length of the word $v_{g}$. Consider the (finite) set $D_{n}$ of
all words of length $n$. Then $G$ (and in fact the whole $\operatorname{Aut}(T))$ permutes $D_{n}$ (why?). Thus there exists a homomorphism $\psi_{n}$ from $G$ into a finite group $G_{n}$ of permutations of $D_{n}$ (this homomorphism simply restricts every $g \in G$ on $D_{n}$ ). Note that $\psi_{n}(g) \neq 1$. Therefore the orders of finite groups $G_{n}$ cannot be bounded independently on $n$ (why?). But each $G_{n}$ is generated by 4 elements (images of $a, b, c, d)$ and has exponent $\leq n$. That contradicts Zel'manov's Theorem [333, 334.

Of course this is an extremely non-geodesic proof.
An idea of a short syntactic, proof was communicated to us by Laurent Bartholdi. Denote by $w_{3}$ the word abab. The element of $G$ represented by $w_{3}$ has order 8 (prove it!). Denote by $\sigma$ the substitution $a \mapsto a c a, b \mapsto d, d \mapsto c, c \mapsto b$. Then set $w_{n+1}=a \sigma\left(w_{n}\right)$.

Problem 5.7.39. Is it true that the order of $w_{n}, n=3,4, \ldots$, can be arbitrary large?

In fact, a much stronger statement than unboundedness of the exponent of $G$ follows from Abért's Theorem [5.4.1. One can show that the action of $G$ on the set of all infinite binary words satisfies Abért's criterium. Hence we deduce that $G$ is lawless (similar to the R. Thompson group $F$, see Theorem 5.6.37).

Theorem 5.7.40 (Abért, [1]). $G$ does not satisfy any non-trivial group identity.

Proof. To apply Abért Theorem[5.4.1, we need to prove the following statement.

Claim. For every finite set of infinite binary words $w_{1}, w_{2}, \ldots, w_{k+1}$, there exists an element $g \in G$ which fixes $w_{1}, \ldots, w_{k}$ and does not fix $w_{k+1}$.

We will prove it in the case when $k=1$ leaving the general case for the reader (see [1]). Suppose first that $w_{1}, w_{2}$ start with different letters. Then there exists an element $h$ of $G$ such that $h\left(w_{2}\right)$ starts with the word 100 (prove it!). Then $h\left(w_{1}\right)$ must start with 0 (why?). Therefore $d\left(h\left(w_{2}\right)\right) \neq w_{2}$ because $d\left(h\left(w_{2}\right)\right)$ starts with 101 (check it!) but $d\left(h\left(w_{1}\right)\right)=h\left(w_{1}\right)$ because $d$ fixes every word that starts with 0 . Thus we can take $g=h d$.

Now suppose that $w_{1}$ and $w_{2}$ have a common prefix and let $w$ be the longest common prefix of $w_{1}$ and $w_{2}$ so that $w_{1} \equiv w w_{1}^{\prime}, w_{2} \equiv w w_{2}^{\prime}$ and $w_{1}^{\prime}, w_{2}^{\prime}$ start with different letters. Then, as we just proved, there exists an element $g^{\prime}$ such that $g^{\prime}\left(w_{1}^{\prime}\right)=w_{1}^{\prime}$ but $g^{\prime}\left(w_{2}^{\prime}\right) \neq w_{2}^{\prime}$.

Consider a sequence of subgroups of $G: H_{1}=H, H_{i+1}$ is a preimage of $H_{i} \times H_{i}$ under $\psi, i \geq 1$.

Exercise 5.7.41. Show that $H_{m}$ is the stabilizer in $G$ of the set of all vertices of the infinite binary rooted tree $T$ at distance $m$ from the root.

For every binary word $v$ of length $m$ there exists a homomorphism $\psi_{v}$ from $H_{m}$ to $G$. This is just a composition of homomorphisms $\psi_{j_{1}}, \ldots, \psi_{j_{i}}$ where $j_{k} \in$ $\{0,1\}$ and $w \equiv j_{1} j_{2} \ldots j_{i}$. Since, as we showed before, $\psi_{0}(H)=\psi_{1}(H)=G$, by induction on $m$ it is easy to show that $\psi_{v}\left(H_{m}\right)=G$ (prove it!).

In particular, there exists an element $g$ in $H_{|w|}$ such that $\psi_{w}(g)=g^{\prime}$. By Exercise 5.7.41 $g\left(w_{1}\right) \equiv w g^{\prime}\left(w_{1}^{\prime}\right) \equiv w_{1}$ and $g\left(w_{2}\right) \equiv w g^{\prime}\left(w_{2}^{\prime}\right) \not \equiv w_{2}$.

Exercise 5.7.42. Prove the above Claim for $k \geq 2$.

The proof of Theorem 5.7.31 is complete.
Remark 5.7.43. As for semigroups of intermediate growth considered in Section 3.7.2, the Grigorchuk group $G$ has a syntactic description also. It was found by Lysenok [212]. Let $X=\{a, b, c, d\}$, and $\sigma: X \rightarrow X^{+}$be the substitution $a \mapsto a c a, b \mapsto d, c \mapsto b, d \mapsto c$. Then the group $G$ has the following monoid presentation $\mathrm{mn}\langle a, b, c, d| a^{2}=1, b^{2}=1, c^{2}=1, d^{2}=1, b c d=1, \sigma^{n}\left((a d)^{4}\right)=$ $\left.1, \sigma^{n}\left((\text { adacac })^{4}\right)=1, n=0,1,2, \ldots\right\rangle$.

### 5.8. Amenable groups

Amenability and related notions are an extremely important part of group theory now, with many applications beyond algebra: in geometry, functional analysis, operator algebras, dynamical systems, probability, and so on. It all started with Hausdorff's theorem that one can cut a sphere $S^{2}$ minus a countable set of points $Z$ into a finite number of pieces, rearrange the pieces using rotations of $\mathbb{R}^{3}$ and obtain two copies of $S^{2} \backslash Z$. Later Banach and Tarski proved that there is no need to remove a countable set of points: one can double the sphere $S^{2}$ itself. Analysing Hausdorff's proof, von Neumann observed that the reason for Hausdorff's phenomenon is the fact that the group of rotations of $\mathbb{R}^{3}$, the special orthogonal group $\mathrm{SO}(3, \mathbb{R})$ (see Exercise 1.4.2), contains a free subgroup with two generators. For example, if we allow only translations $T_{\vec{p}}: \vec{v} \mapsto \vec{p}+\vec{v}$ instead of rotations, we won't be able to double the sphere (by Corollary 5.8.36 below). Thus he defined a class of groups (he called these groups measurable, now these groups are called amenable) which cannot be used to double sets on which these groups act. In this section, we give several definitions of amenable groups, examples of amenable and non-amenable groups and some properties of amenable groups. For more information see books [329, 119] or [83].

### 5.8.1. The free groups of orthogonal matrices and the Hausdorff-Banach-Tarski paradox.

5.8.1.1. A free subgroup of $\mathrm{SO}(3, \mathbb{R})$. Exercise 1.8 .32 shows that the group $\mathrm{SL}(2, \mathbb{R})$ contains an isomorphic copy of the free group $F_{2}$ with 2 generators. Now we show that $\mathrm{SO}(3, \mathbb{R})$ also contains a copy of $F_{2}$.

Exercise 5.8.1 (Requires some knowledge of Linear Algebra). (1) Show that $\mathrm{SO}(2, \mathbb{R})$ is commutative and so $F_{2}$ is not a subgroup of $\operatorname{SO}(2, \mathbb{R})$.
(2) Show that every matrix $A \in S O(3, \mathbb{R})$ is similar to an (orthogonal) matrix of the form

$$
\left(\begin{array}{lll}
\cos (\phi) & -\sin (\phi) & 0 \\
\sin (\phi) & \cos (\phi) & 0 \\
0 & 0 & 1
\end{array}\right)
$$

for some $\phi$. That is, $A$ is the matrix of a rotation of $\mathbb{R}^{3}$ about a line containing $(0,0,0)$ through the angle $\phi$. Hint: Show that $A$ has a real eigenvalue (since the degree of the characteristic polynomial is odd). Consider an orthonormal
basis $\mathcal{B}$ of $\mathbb{R}^{3}$ containing an eigenvector of $A$ and the matrix $B$ of the linear transformation $\vec{v} \mapsto A \vec{v}$ in that basis. Show that $B$ is also an orthogonal matrix (since the transition matrix from the standard basis of $\mathbb{R}^{3}$ to $\mathcal{B}$ is orthogonal).

An easy proof of the fact that $\mathrm{SO}(3, \mathbb{R})$ contains an isomorphic copy of $F_{2}$ was found by Świerczkowski 311.

Exercise 5.8.2 (see [311]). Show that the subgroup of $\operatorname{SO}(3, \mathbb{R})$ generated by the two orthogonal matrices

is isomorphic to $F_{2}$. Hint: Let $w$ be a reduced word in $A, B$. You need to show that $w(A, B)$ is not the identity matrix Clearly if $w$ is of length 1 , the matrix $w(A, B)$ is not the identity. Let $|w|=k \geqslant 2$. Show that it is enough to consider the case when $w$ starts with $A$ or $B$. Consider the first column of the matrix $w(A, B)$, i.e., the vector

and prove by induction that it has the form $\left(\frac{a}{3^{k}}, \frac{b \sqrt{2}}{3^{k}}, \frac{c}{3^{k}}\right)$ for some integers $a, b, c$, moreover $b \not \equiv 0 \bmod 3$ (hence the matrix $w(A, B)$ is not the identity). To prove the second of this assertions, you need to represent the word $w$ as $u v$ where $u \equiv x y$ is of length 2 (here $x \in\{A, B\}, y \in\left\{A^{ \pm 1}, B^{ \pm 1}\right\}$ ), assume that the assertion is true for the word $y v$, and then consider all possibilities for $u$ $\left(A A, A B, A B^{-1}, B A, B B, B A^{-1}\right)$.
5.8.1.2. The Hausdorff-Banach-Tarski paradox. Consider a sphere $S^{2}$ of radius $r>0$ in $\mathbb{R}^{3}$. Since every orthogonal matrix $A$ is the matrix of a rotation $\phi_{A}$ of $\mathbb{R}^{3}$ about some line $l_{A}$ (see Exercise 5.8.1, Part (2)), the group $\operatorname{SO}(3, \mathbb{R})$ acts on $S^{2}$. So we will identify the group of matrices $\operatorname{SO}(3, \mathbb{R})$ with the group of rotations of $S^{2}$. Each rotation $C \in \operatorname{SO}(3, \mathbb{R})$ fixes exactly two points $p_{C}, q_{C}$ on
 $S^{2}$ - these are the intersection points of the line $l_{C}$ with $S^{2}$.

The Hausdorff-Banach-Tarski paradox is contained in the following
Theorem 5.8.3. The sphere $S^{2}$ contains four disjoint subsets $U_{1}, \ldots, U_{4}$, such that by rotating these subsets we can compose two spheres of the same radius.

To prove Theorem 5.8.3, take any free subgroup $\operatorname{gp}\langle A, B\rangle$ in $\operatorname{SO}(3, \mathbb{R})$, say, the one from Exercise 5.8.2. We shall denote this subgroup $\hat{F}_{2}$. Since $\hat{F}_{2}$ is free, its elements are both rotations of $S^{2}$ and words in $A, B, A^{-1}, B^{-1}$. Thus we shall refer to elements of $\hat{F}_{2}$ as rotations and as words.

Let us start with cutting the group $\hat{F}_{2}$ into disjoint pieces.
Definition 5.8.4. We say that a group $G$ and its subset $X$ are equidecomposable of degree $k$ if $X$ is a disjoint union of $k$ subsets $X_{1}, X_{2}, \ldots, X_{k}$ and there
exist $k$ elements $g_{1}, \ldots, g_{k} \in G$ (called the translating elements, such that $G$ is the union of translations $X_{1} g_{1}, \ldots, X_{k} g_{k}$.

Remark 5.8.5. Note that since $G g=G$ for every $g \in G$, if $\left\{g_{1}, \ldots, g_{k}\right\}$ is a set of translating elements, then $\left\{g_{1} g, \ldots, g_{k} g\right\}$ is also a set of translating elements. Therefore we can always assume that the set of translating elements contains 1.

Notice that $\hat{F}_{2}$ contains 2 disjoint subsets $W_{a}$ and $W_{b}$ where $W_{a}$ consists of reduced words that end with $A^{ \pm 1}$ and $W_{b}$ consists of reduced words that end with $B^{ \pm 1}$. Moreover $W_{a}$ is the union of disjoint subsets $W_{A}$ (words that end with $A$ ) and $W_{A^{-1}}$ (words that end with $A^{-1}$. Similarly $W_{b}$ is the union of two disjoint subsets $W_{B}$ and $W_{B^{-1}}$. Note also that $\hat{F}_{2}$ is the disjoint union of subsets $W_{A}$ and $W_{A^{-1}} A$, and also the disjoint union of $W_{B}$ and $W_{B^{-1}} B$. Thus $\hat{F}_{2}$ is equidecomposable of degree 2 with $W_{a}$ (translating elements 1 and $A$ ) and with $W_{b}$ (translating elements 1 and $B$.

Now let us cut $S^{2}$. Let $U$ be the set of points $p_{C}, q_{C}, C \in \hat{F}_{2}$.
ExERCISE 5.8.6. Show that $\hat{U} \cdot \hat{F}_{2}=U$.
Note that $U$ is a countable set because $\hat{F}_{2}$ is countable. Therefore there exists a point $z \in S^{2}$ which does not belong to $U$. Moreover $S^{2}$ is the union of $U$ and all orbits $z \cdot \hat{F}_{2}$ for $z \notin U$. Consider the set $\mathcal{Y}$ of all orbits $z \cdot \hat{F}_{2}, z \notin U$. Two distinct orbits in $\mathcal{Y}$ do not intersect (why?), hence $S^{2}$ is a disjoint union of $U$ and orbits from $\mathcal{Y}$. Pick one point $z$ in each orbit $Y \in \mathcal{Y}$. Let $Z$ be the set of these points $z$. Note that then $S^{2}$ is a disjoint union of $U$ and $Z \cdot F_{2}$.

Note that $S^{2}$ is the disjoint union of $U, Z, Z \cdot W_{A}, W_{A^{-1}} \cdot Z, W_{B} \cdot Z$ and $W_{B^{-1}} \cdot Z$. Then $S^{2} \backslash U$ is a disjoint union of $\bar{W}_{A}=Z \cdot W_{A}, W_{B}=Z \cdot W_{B}, W_{A^{-1}}=$ $Z \cdot W_{A^{-1}}, \bar{W}_{B^{-1}}=Z \cdot W_{B^{-1}}$ and $Z$, and also a union of $Z \cdot W_{A}, Z \cdot W_{A^{-1}} A$ and of $Z \cdot W_{B}, Z \cdot W_{B^{-1}} B$ (why?). Thus the sphere $S^{2}$ without a countable set of points is equidecomposable of degree 2 with two disjoint subsets.

It remains to take care of the countable set $U$. We shall increase the sets $\bar{W}_{A}, \bar{W}_{B}, \bar{W}_{A^{-1}}, \bar{W}_{B^{-1}}$ by adding some points from $U$.

We have already cut every orbit of $\hat{F}_{2}$ that is not contained in $U$. Let us cut orbits which are contained in $U$. Let $x \in U$, and consider the orbit $\mathcal{O}=x \cdot \hat{F}_{2}$. Let $w$ be a shortest word from $\hat{F}_{2}$ fixing an element in $\mathcal{O}$. We can assume that $x$ is a point of $\mathcal{O}$ fixed by $w$.

The point $x$ is on the axis $\ell$ of rotation $w$. Consider the stabilizer $S_{x}$ of $x$ in $\hat{F}_{2}$, i.e., all the subgroup of all rotations in $\hat{F}_{2}$ that fix $x$. Let $L$ be the big circle of the sphere $S^{2}$ that is perpendicular to $\ell$. All rotations from $S_{x}$ take $L$ to $L$ (why?) and different rotations from $S_{x}$ induce different rotations of $L$. Therefore $S_{x}$ is isomorphic to a subgroup of the group of rotations of the circle $L$. That group is commutative (we have used this fact in the second proof of Theorem 1.2.9). Thus $S_{x}$ is a commutative subgroup of the free group $\hat{F}_{2}$. Let $v \in S_{x}$. Then $w v=v w$ in the free group $\hat{F}_{2}$. By Theorem 1.8.28 then $w$ and $v$ are powers of some other word $u \in \hat{F}_{2}: w=u^{m}, v=u^{n}$ for some $m, n$. Since the length of $w$ is minimal possible, we have $n \geq m$. Therefore $n=k m+r$ for some $0 \leq r<m$. Since both $x \cdot w=x, x \cdot v=x$ we have $x \cdot u^{r}=x$ which can happen
only if $r=0$ (again because of the minimality of $w$ ). Therefore $v$ is a power of $w$. Thus $S_{x}$ is the cyclic group generated by $w$.

Let $C \in\left\{A, B, A^{-1}, B^{-1}\right\}$ be the last letter of $w$. Note that $w$ cannot start with $C^{-1}$ because otherwise $C w C^{-1}$ would be a shorter word fixing a point in $\mathcal{O}$, namely the point $x \cdot C^{-1}$ (why?).

For every $y \in x \cdot \hat{F}_{2}$ let us pick a nice word $v_{y}$ such that $x \cdot v_{y}=y$. By "nice" we shall mean a word that does not start with $C^{-1}$ or with $w$. Let $v$ be a shortest word from $\hat{F}_{2}$ such that $y=x \cdot v$. Then $v$ cannot start with $w$ (why?). If $v$ does not start with $C^{-1}$, then let $v_{y} \equiv v$. If $v$ starts with $C^{-1}$, then let $v_{y}=w v$ (i.e., $v$ is the reduced word that is freely equal to the concatenation $\left.w v^{\prime}\right)$. In both cases $v_{y}$ starts neither with $C^{-1}$ nor with $w$. Then $v_{y}$ is determined uniquely by the point $y$. Indeed if $y=x \cdot v_{1}, y=x \cdot v_{2}, v_{1} \neq v_{2}$ and both $v_{1}$ and $v_{2}$ are nice, then $x=x \cdot v_{1} v_{2}^{-1}$. Hence $v_{1} v_{2}^{-1} \in S_{x}$. Therefore $v_{1} v_{2}^{-1}=w^{n}$ for some $n \neq 0$. We can assume that $n>0$ (why?). Since $v_{1}=w^{n} v_{2}$ and $v_{2}$ does not start with $C^{-1}$, the word $w^{n} v_{2}$ starts with $w$. This contradicts the assumption that $v_{1}$ is nice.

Now for every point $y=x \cdot v_{y}$ from $\mathcal{O}$, we add $y$ to $\bar{W}_{D}$ (where $D \in$ $\left\{A, B, A^{-1}, B^{-1}\right\}$ ) provided $v_{y} \in W_{D}$. The new sets will be denoted by $\tilde{W}_{D}$.

Exercise 5.8.7. Show that the sets $\tilde{W}_{D}$ are pairwise disjoint and $S^{2}=$ $\tilde{W}_{A} \cup \tilde{W}_{A^{-1}} \cdot A=\tilde{W}_{B} \cup \tilde{W}_{B^{-1}} \cdot B$.

In Section 5.8.1.2, we essentially proved the following.
Exercise 5.8.8. Suppose that $G$ is a group which is equidecomposable with two of its disjoint subsets $A, B$. Suppose that $G$ acts (on the right) on a set $X$ so that $x \cdot g \neq x$ for every $x \in X$ (i.e., the action is free). Prove that then there exist disjoint subsets $X_{1}, \ldots, X_{n}, Y_{1}, \ldots Y_{k-n}$ of $X(n<k)$ and $k$ elements $g_{1}, \ldots g_{n}, h_{1}, \ldots, h_{k-n}$ of $G$ such that $X=\cup X_{i} \cdot g_{i}=\bigcup Y_{i} \cdot h_{i}$. Thus we can double $X$ by cutting it into a number of pieces and rearranging the pieces using elements of the group $G$. Hint: Replace in the proof of Theorem 5.8.3, $\hat{F}_{2}$ by $G, S^{2} \backslash Z$ by $X$, and sets $W_{a}, W_{b}$ by the two disjoint subsets of $G$ which are equidecomposable with $G$.
5.8.1.3. The full formulation of the Banach-Tarski paradox. Encouraged by the success of doubling a sphere, Banach and Tarski started cutting other things (see [21, 329]).

Their most impressive achievement is the following remarkable theorem
Theorem 5.8.9 (See Wagoner [329]). Let $M, M^{\prime}$ be two bounded subsets of $\mathbb{R}^{3}$, each containing an open ball. Then one can cut $M$ into a finite number of pieces, and rearrange the pieces using rotations and translations to obtain $M^{\prime}$.

Thus we can cut a ball from $\mathbb{R}^{3}$ into a finite number of pieces, rearrange the pieces and obtain two balls of the same radius. We can cut a chicken into a finite number of pieces, rearrange the pieces and obtain a dog. Or 101 dogs. Or a cow. The opportunities are endless.

Note that the main cause of all that madness is the trivial syntactic fact that two freely reduced words that start with different letters represent different elements in the free group.

Another cause, first noticed by von Neumann (see [328, 329]) is the group of transformations that we use to rearrange pieces of the partition. For example, the group of translations (consisting of maps $\left.\phi_{\vec{a}}:: \vec{v} \rightarrow \vec{v}+\vec{a}\right)$ is commutative, hence amenable (Corollary 5.8.36). Therefore if we use translations instead of rotations, we would not be able to double a sphere.

And yet another cause is that we allow ourselves to consider a set $Z$ that has exactly one element in common with each orbit $F_{2} \cdot z$. The ability to use this seemingly innocent operation is in fact equivalent to the Axiom of Choice (for collections of subsets of, say, $\mathbb{R}$ ), and is independent from the usual ZermeloFraenkel axioms of set theory [329]. In truth, Zorn's Lemma 1.1.7 is also equivalent to the Axiom of Choice. Thus if we declare Axiom of Choice false in order to not allow turning chicken into cows, we would also loose the Zorn lemma, which would be a big loss for the whole mathematics (say, we have used Zorn's lemma in this book: Theorem [1.6.2, Proposition 4.4.25).

### 5.8.2. The first two definitions of amenability.

5.8.2.1. Paradoxical decompositions and invariant means. Probably the easiest way to define amenable groups is by using equidecomposable sets (see Definition (5.8.4).

Definition 5.8.10. A group $G$ is called amenable if $G$ does not contain two disjoint subsets each of which is equidecomposable with $G$.

Definition 5.8.11. Suppose that a group $G$ is not amenable. Then the smallest number $k$ such that $G$ contains two disjoint subsets $X, Y$ such that $G$ and $X$ are equidecomposable of degree $n<k, G$ and $Y$ are equidecomposable of degree $k-n$ (for some $n$ ) is called the Tarski number of the group $G$.

Thus in Section 5.8.1.2, we showed that the free group with two generators is not amenable and its Tarski number is at most 4.

Exercise 5.8.12. Show that no group has Tarski number $\leq 3$, so the Tarski number of the free group $F_{2}$ is equal to 4 .

The following theorem gives many more examples of non-amenable groups.
Theorem 5.8.13. Let $H$ be a non-amenable subgroup of a group $G$. Then $G$ is not amenable. Moreover, the Tarski number of $G$ does not exceed the Tarski number of $H$.

Proof. Indeed, suppose that $H$ is equidecomposable with its disjoint subsets $A, B$, that is $A$ is a disjoint union of sets $A_{1}, \ldots, A_{n}, B$ is a disjoint union of sets $B_{1}, \ldots, B_{k-n}$ so that $H=\bigcup_{i=1}^{n} A_{i} g_{i}=\bigcup_{j=1}^{k-n} B_{j} h_{j}$. The group $G$ is a disjoint union of left cosets $g H, g \in X(X$ is a set containing one representative of each coset of $H)$. Then $G$ is equidecomposable with $\bar{A}=\bigcup_{g \in X} A g$ and with $\bar{B}=\bigcup_{g \in X} B g$. Indeed, $\bar{A}$ is a disjoint union of subsets $\bar{A}_{i}=\bigcup_{g \in X} A_{i} g, i=1, \ldots, n$,
$\bar{B}$ is a disjoint union of subsets $\bar{B}_{i}=\bigcup_{g \in X} B_{i} g$, and

$$
G=\bigcup_{i=1}^{n} \bar{A}_{i} g_{i}=\bigcup_{j=1}^{k-n} \bar{B}_{j} h_{j} .
$$

Hence if $k$ is the Tarski number of $H$, then the Tarski number of $G$ does not exceed $k$.

Corollary 5.8.14. Every group containing a copy of the free group $F_{2}$ is non-amenable with Tarski number 4.

The next theorem is in some sense a converse of Theorem 5.8.13,
Theorem 5.8.15. Suppose that a group $G$ is non-amenable with Tarski number $k$. Then $G$ contains a $k$-generated non-amenable subgroup.

Proof. Let $G$ contain a disjoint union of subsets $X_{1}, X_{2}, \ldots, X_{n}, Y_{1}, Y_{2}$ $\ldots Y_{k-n}$ and $g_{1}, g_{2}, \ldots, g_{n}, h_{1}, h_{2}, \ldots, h_{k-n}$ be the translating elements from $G$ such that $G=\cup X_{i} g_{i}=\bigcup Y_{j} h_{j}$. Let $H$ be the $k$-generated subgroup of $G$ generated by $g_{1}, g_{2}, \ldots, g_{n}, h_{1}, h_{2}, \ldots, h_{k-n}$. Then $H$ is equidecomposable with its two disjoint subsets $H \cap \cup X_{i}$ and $H \cap \cup Y_{j}$ (why?).

Another easy consequence of the definition of amenability in terms of decompositions is the following

Theorem 5.8.16. If $G$.is an amenable group, then any homomorphic image $\bar{G}$ of $G$ is amenable. Moreover, if $\bar{G}$ is non-amenable with Tarski number $k$, then the Tarski number of $G$ does not exceed $k$.

Proof. Indeed, let $G$ be an amenable group, $\phi: G \rightarrow H$ be a surjective homomorphism. Suppose that $H$ is not amenable and $A, B$ are disjoint subsets of $H$ each of which is equidecomposable with $H$. Then the preimages $\phi^{-1}(A)$, $\phi^{-1}(B)$ are subsets of $G$ each of which is equidecomposable with $G$ (prove that!).

One of the main properties of non-amenable groups is that we cannot assign weights to its subsets in an invariant way so that the weight of the whole group is finite. Indeed, then the weight of each of the two disjoint subsets which are equidecomposable with the whole group should be at least as large as the weight of the whole group which is impossible if the weight satisfies some obviously natural assumptions. More precisely,

Definition 5.8.17. Let $G$ be a group. An invariant mean on $G$ is a function $\mu$ that assigns a nonnegative number to each subset of $G$ so that
(1) $\mu(G)=1$,
(2) If $A$ and $B$ are disjoint subsets of $G$, then $\mu(A \cup B)=\mu(A)+\mu(B)$.
(3) For every $A \subseteq G, g \in G$, we have $\mu(A g)=\mu(A)$.

Remark 5.8.18. It is not necessary to assume that $\mu(G)=1$ in Definition 5.8.17. It is enough to assume that $0<\mu(G)<\infty$. Indeed, if $\mu(G)=a>0$, and conditions (2) and (3) are satisfied, then $\frac{1}{a} \mu$ satisfies all three conditions of Definition 5.8.17 (prove it!).

Note that an invariant mean satisfies conditions (1) and (2) of a good measure (see Definition 3.9.12) but it is additive only for finite unions of disjoint subsets.

Thus if $G$ has an invariant mean, then $G$ is amenable. Tarski showed that the converse is true too.

Theorem 5.8.19 (Tarski, for the proof see [329]). A group is amenable if and only if it has an invariant mean.
5.8.3. Følner sets. Every finite group is amenable. Indeed, if $G$ is finite, we can assign to each subset $X \subseteq G$ the number $\mu(X)=\frac{|X|}{|G|}$.

Exercise 5.8.20. Show that this $\mu$ is an invariant mean on $G$.
It is less trivial to prove the following
Theorem 5.8.21. The cyclic group $\mathbb{Z}$ is amenable.
Proof. Indeed, suppose that $\mathbb{Z}$ has disjoint subsets $X_{1}, \ldots, X_{k}$ and elements $g_{1}, \ldots, g_{k}$ such that $\mathbb{Z}=\bigcup_{i=1}^{n}\left(g_{i}+X_{i}\right)=\bigcup_{i=n+1}^{k}\left(g_{i}+X_{i}\right)$ for some $n<k$. Consider a very long interval of integers $F=\{1,2, \ldots, L\}$. If $L$ is very large, then for a very small $\epsilon>0$ and all but at most $\epsilon L$ numbers $p \in F$, we have $-g_{i}+p \in F$ for all $i$. The larger $L$ the closer $\epsilon$ is to 0 . Therefore the numbers $\left|\left(g_{i}+X_{i}\right) \cap F\right|$ and $\left|X_{i} \cap F\right|$ differ by at most $2 \epsilon L$. Therefore the numbers $L=|F|=\left|\bigcup_{i=1}^{n}\left(\left(g_{i}+X_{i}\right) \cap F\right)\right|$ and $\left|\bigcup_{i=1}^{n}\left(X_{i} \cap F\right)\right|$ differ by at most $2 n \epsilon L$. Similarly the numbers $L=|F|=$ $\left|\bigcup_{i=n+1}^{k}\left(\left(g_{i}+X_{i}\right) \cap F\right)\right|$ and $\left|\bigcup_{i=n+1}^{k}\left(X_{i} \cap F\right)\right|$ differ by at most $2(k-n) \epsilon L$. Since $F$ contains the disjoint union of $X_{i} \cap F(i=1, \ldots, k)$, we get that $2 L$ differs from $L$ by at most $2 k \epsilon L$ which is impossible for small enough $\epsilon$.

Remark 5.8.22. To appreciate Tarski's Theorem 5.8.19, try finding an invariant mean on $\mathbb{Z}$. The reader is referred to a discussion of this on Mathoverflow 223].

One can generalize the proof of Theorem 5.8.21 to other groups.
Theorem 5.8.23 (Følner condition). Suppose that $G$ is a group and the following property holds.

For every finite subset $U \subseteq G$ and every $\epsilon>0$ there exists a finite set $F=F(\epsilon, U)$ (called a Følner set) such that

$$
\begin{equation*}
|F U \backslash F|<\epsilon|F| . \tag{F}
\end{equation*}
$$

Then the group $G$ is amenable.
Exercise 5.8.24. Prove Theorem 5.8.23, Hint: Follow the proof of Theorem 5.8.21
5.8.3.1. The marriage lemma for polygamists. We shall need the following classical combinatorial statement. Suppose that we have $m$ males and a number of females. Every male likes some females and does not like others. Suppose that we want to arrange marriages so that each male marries $k$ females which he likes and none of the females marries two different males. The next lemma by Ph. Hall gives a solution. This lemma is one of the most important statements in combinatorics and has numerous applications in many areas of mathematics (see [273, 287, 9]).

Lemma 5.8.25 (Hall's lemma). Let $C=\left\{A_{1}, \ldots, A_{m}\right\}$ be a collection of subsets of a finite set $A=\left\{a_{1}, \ldots, a_{n}\right\}, k \geq 1$ be a natural number. Suppose that for every $J \subseteq\{1, \ldots, m\}$, the number of elements in $\bigcup_{i \in J} A_{i}$ is at least $k|J|$. Then one can choose a $k$-element subset $B_{i}$ in each $A_{i}$ such that $B_{i} \cap B_{j}=\varnothing$ if $i \neq j$.

Remark 5.8.26. Clearly the condition of the lemma is also necessary.
Rado's proof [273]. Induction on $k$. Let $k=1$. Suppose that $C$ satisfies the conditions of the lemma. Clearly each $A_{i}$ contains at least one element. If each $A_{i}$ contains one elements, then $A_{i} \cap A_{j}=\varnothing$ for every $i \neq j$ and we are done. So suppose that, say, $A_{1}$ contains $a_{1}, a_{2}$. Let $B_{1}=A_{1} \backslash\left\{a_{1}\right\}, B_{2}=A_{1} \backslash\left\{a_{2}\right\}$. We show that either $\left\{B_{1}, A_{2}, \ldots, A_{m}\right\}$ or $\left\{B_{2}, A_{2}, \ldots, A_{m}\right\}$ satisfies the condition of the lemma (with $k=1$ ). Indeed, otherwise there exist subsets $J, K \subseteq\{2, \ldots, m\}$ such that

$$
\begin{aligned}
|J| & \geq\left|B_{1} \cup A_{J}\right|, \\
|K| & \geq\left|B_{2} \cup A_{K}\right| .
\end{aligned}
$$

where $A_{J}=\cup_{i \in J} A_{i}$. Let $S=B_{1} \cup A_{J}, T=B_{2} \cup A_{K}$. Then

$$
S \cup T=A_{1} \cup A_{J \cup K} .
$$

By the assumptions of the lemma, we get

$$
|S \cup T| \geq 1+|J \cup K| .
$$

Now consider $S \cap T$. We have

$$
S \cap T \supseteq A_{J} \cap A_{K} \supseteq A_{J \cap K} .
$$

Therefore (by the condition of the lemma)

$$
|S \cap T| \geq|J \cap K| .
$$

Combining the inequalities obtained above, yields

$$
|J|+|K| \geq|S|+|T|=|S \cup T|+|S \cap T| \geq(1+|J \cup K|)+|J \cap K|=1+|J|+|K|,
$$

a contradiction. The proof can be finished by induction on the number $\sum_{i=1}^{m}\left|A_{i}\right|$.
Now suppose that $k>1$. Since the assumption of the lemma for $k=1$ also holds, we can choose one element $b_{i}$ in each $A_{i}, b_{i} \neq b_{j}$ if $i \neq j$. Consider the sets $A_{i}^{\prime}=A_{i} \backslash\left\{b_{i}\right\}$. These sets satisfy the assumptions of the lemma for $k-1$ (why)? By induction on $k$ we can choose a $k$-1-element subset $B_{i}^{\prime}$ in each $A_{i}^{\prime}$ so that $B_{i}^{\prime} \cap B_{j}^{\prime}=\varnothing$ if $i \neq j$. It remains to take $B_{i}=B_{i}^{\prime} \cup\left\{b_{i}\right\}$.

Here is a useful infinite version of Hall's lemma.
Lemma 5.8.27. Let $X$ be a countable set, and $A_{i}, i \in \mathbb{N}$, be a collection of finite subsets of $X$ and $k \in N$. Suppose that for every finite subset $I \subseteq \mathbb{N}$, we have

$$
\left|\bigcup_{i \in I} S_{i}\right| \geq k|I|
$$

Then one can choose a $k$-element subset $B_{i}$ in each $A_{i}$ such that $B_{i} \cap B_{j}=\varnothing$ if $i \neq j$.

Proof. Notice that for every finite subset $I \subseteq \mathbb{N}$ the collection of subsets $A_{i}, i \in I$ of the finite set $\bigcup_{i \in I} A_{i}$ satisfies the conditions of Hall's Lemma 5.8.25, Notice also that if $I \subseteq J$, then every "proper" (i.e., as in Lemma 5.8.25) choice of subsets $B_{i} \subseteq A_{i}, i \in J$, gives us a "proper" choice of subsets $B_{i} \subseteq A_{i}, i \in I$. Since given a finite $I \subset \mathbb{N}$, there are only finitely many "proper" choices of subsets $B_{i} \subseteq A_{i}, i \in I$, we can use a compactness argument (Remark 3.3.10) similar to the one used in Section 3.3.1

Exercise 5.8.28. Complete the proof of Lemma 5.8.27
5.8.3.2. Amenable groups satisfy the Følner condition ( $\mathcal{F}$ ). The following theorem together with Theorem [5.8.23 shows that property $(\mathcal{F})$ is equivalent to amenability.

Theorem 5.8.29. If a group $G$ is amenable, then it satisfies Følner's property $(\mathcal{F})$ from Theorem 5.8.23.

Proof. Indeed, suppose that $(\mathcal{F})$ does not hold. Then there exists a finite subset $U \subseteq G$ and a number $\epsilon$ such that for every finite subset $F \subseteq G,|U F \backslash F| \geq$ $\epsilon|F|$, that is

$$
\begin{equation*}
|F \cup F U|=|F U \backslash F|+|F| \geq(1+\epsilon)|F| . \tag{5.8.1}
\end{equation*}
$$

We can always replace $U$ by a bigger finite set (why?), so we will assume that $U$ contains 1. Thus $F \cup F U=F U$

Using $F U$ instead of $F$, we get

$$
\left|F U^{2}\right| \geq(1+\epsilon)|F U| \geq(1+\epsilon)^{2}|F| .
$$

By induction, $\left|F U^{n}\right| \geq(1+\epsilon)^{n}|F|$. Since $\epsilon>0$, there exists $n$ such that $(1+\epsilon)^{n}>2$. Let $V$ be the set $U^{n}$, that is $V$ consists of all elements of $G$ representable by words of length $\leq n$ in the alphabet $U$. Then

$$
\begin{equation*}
|F V| \geq 2|F| \tag{5.8.2}
\end{equation*}
$$

for every finite set $F \subseteq G$.
Consider the subgroup $H$ of $G$ generated by $V$. Note that $H$ is finitely generated, hence countable. Now for every $x \in H$ consider the finite set $S_{x}=$ $x V$. Property (5.8.2) implies that the collection of sets $S_{x}, x \in H$, satisfies the condition of Lemma 5.8 .27 for $k=2$. Therefore we can "marry" each $x \in H$ with two elements $a_{x}=x g_{x}, b_{x}=x h_{x}$ from $S_{x}$, where $g_{x}, h_{x} \in V$ so that the sets $\left\{a_{x}, b_{x}\right\}$ and $\left\{a_{y}, b_{y}\right\}$ are disjoint provided $x \neq y .13$ Now let $A=\left\{a_{x}, x \in H\right\}$, $B=\left\{b_{x}, x \in H\right\}$. The subsets $A$ and $B$ of $H$ are disjoint (why?). Let us show that both $A$ and $B$ are equidecomposable with $H$. Indeed for every $g \in V$ let $A_{g} \subseteq A$ be the set of all $a_{x}$ such that $g a_{x}=x$. Then

[^22](1) The sets $A_{g}$ are disjoint and cover the whole $A$.
(2) The set $\cup_{g \in V} A_{g} g$ coincides with $H$.

Exercise 5.8.30. Prove (1) and (2).
Thus $A$ is equidecomposable with $H$. A similar argument proves that $B$ is also equidecomposable with $H$. Hence $H$ is not amenable. Therefore $G$ is also not amenable by Theorem 5.8.13.

Using Følner sets, one can prove amenability of many groups. We shall give two such statements.
5.8.3.3. Amenability and group extensions.

Theorem 5.8.31. Suppose that a group $G$ contains an amenable normal subgroup $N$ such that $G / N$ is amenable. Then $G$ is amenable.

Proof. Indeed, pick a finite subset $U=\left\{u_{1}, \ldots, u_{m}\right\} \subseteq G$ and a number $\epsilon>0$. Since $G / N$ is amenable, there exists a subset $F=\left\{N g_{1}, \ldots, N g_{n}\right\}$ such that $|F U \backslash F|<\epsilon n$. This means that "for almost every" $i \in\{1, \ldots, m\}, j \in$ $\{1, \ldots, n\}, N g_{j} u_{i}$ is in $F$, that is there exists $s \in\{1, \ldots, n\}$ and $n_{i, j} \in N$ such that $g_{j} u_{i}=n_{i, j} g_{s}$. Let $U^{\prime} \subseteq N$ be the (finite) set of all $n_{i, j}$. By Theorem 5.8.23 there exists a finite subset $F^{\prime} \subseteq N$ such that $\left|F^{\prime} U^{\prime} \backslash F^{\prime}\right|<\epsilon\left|F^{\prime}\right|$. Let $F^{\prime \prime} \subseteq G$ be the set $\bigcup_{i=1}^{n} F^{\prime} g_{i}$.

Exercise 5.8.32. Show that $\left|F^{\prime \prime} U \backslash F^{\prime \prime}\right|<\mu\left|F^{\prime \prime}\right|$ for some $\mu=\mu(\epsilon)$ such that $\lim _{\epsilon \rightarrow 0} \mu=0$.

Exercise 5.8.33. Suppose that a group $G$ has an amenable subgroup $H$ of finite index. Prove that $G$ is amenable. Hint: The group $G$ acts on the finite set $X$ of right cosets of $H$ (we have considered this action in Section 1.8.10): $H x \cdot g=H x g$. This gives a homomorphism from $G$ to the group of permutations of $X$. The group $G$ is an extension of the kernel of that homomorphism, which is amenable, by a finite group which is also amenable by Exercise 5.8.20,

Exercise 5.8.34. Let $G$ be an amenable group, $H$ be a subgroup of $G$ which is isomorphic to $G$, and let $\phi$ be an isomorphism $G \rightarrow H$. Show that the HNN extension $\operatorname{HNN}_{\phi}(G)$ is amenable. Hint: Consider the homomorphism $\gamma$ from $\operatorname{HNN}_{\phi}(G)$ to the cyclic group $\mathbb{Z}$ that sends $G$ to $\{0\}$ and the free letter $t$ to 1 . Prove that the kernel $N$ of $\gamma$ is an increasing union of subgroups $t^{n} G t^{-n}$ which are isomorphic to $G$. Using Theorem 5.8.15, prove that $N$ is amenable. Then apply Theorem 5.8.31

### 5.8.3.4. Growth and amenability.

Theorem 5.8.35. Suppose that a finitely generated group $G$ has subexponential growth function. Then $G$ is amenable.

Proof. Let $U$ be a finite subset of $G$. Then the subgroup $H$ generated by $U$ also has a subexponential growth by Exercise 1.5 .1 (indeed, consider a finite generating set of $G$ containing a generating set of $H$ ). Without loss of generality we can assume that $U$ is symmetric, that is $U^{-1}=U$. Pick a number
$\epsilon>0$. Let $B_{n}$ be the set of all elements in $H$ represented by words of length $\leq n$ in $U$. Suppose that for every $n$ we have $\left|B_{n} U \backslash B_{n}\right|>\epsilon\left|B_{n}\right|$. Then $\left|B_{n+1}\right|=$ $\left|B_{n}\right|+\left|U B_{n} \backslash B_{n}\right|>(1+\epsilon)\left|B_{n}\right|$ for every $n$. Therefore the growth function of $H$ with respect to the generating set $U$ is at least $(1+\epsilon)^{n}$, hence exponential, a contradiction.

Theorems 5.8.31, 5.8.35 apply to many groups. For example, using Theorems 5.7 .25 and 5.7.31, we deduce the following

Corollary 5.8.36. Every nilpotent group and the Grigorchuk group from Section 5.7.4 are amenable.

REMARK 5.8.37. One can construct a finitely presented amenable group containing the Grigorchuk group $G$. Indeed the substitution $\sigma$ from Remark 5.7.43 induces an injective homomorphuism $\phi: G \rightarrow G$ [212]. The corresponding HNN extension $\operatorname{HNN}_{\phi}(G)$ is amenable by Exercise 5.8 .34 and has a finite presentation $\operatorname{gp}\langle a, b, c, d, t| a^{2}=1, b^{2}=1, c^{2}=1, d^{2}=1, b c d=1,(a d)^{4}=1,(a d a c a c)^{4}=1, a^{t}=$ $\left.a c a, b^{t}=d, c^{t}=b, d^{t}=c\right\rangle$ (prove that!).

Corollary 5.8.38. Every solvable group is amenable.
Proof. Indeed, by definition, a solvable group $G$ has a chain of normal subgroups $G_{0}=\{1\}<G_{1}<\ldots<G_{m}=G$ such that $G_{i+1} / G_{i}$ is commutative for every $i=0, \ldots, m$. Since each $G_{i+1} / G_{i}$ are amenable by Corollary 5.8.36, $G$ is amenable by Theorem 5.8.31,

Note that the growth function of any solvable group which does not have nilpotent subgroups of finite index is exponential by a result of Wolf [332]. This is illustrated by the following exercise.

Exercise 5.8.39. Show that the groups $\mathrm{BS}_{1,2}$ from Exercise 5.7 .22 and $\mathbb{Z} \imath \mathbb{Z}$ from Exercise 1.8 .25 are solvable but do not have polynomial growth functions. In particular, these groups do not have nilpotent subgroups of finite index. Hint: In the group $\mathrm{BS}_{1,2}=\operatorname{gp}\left\langle a, b \mid b^{-1} a b=a^{2}\right\rangle$ the elements $a, b a$ generate a free subsemigroup. To prove that consider any positive word $w(x, y)$ and using the relation $a b=b a^{2}$ transform $w(a, b a)$ into a word of the form $b^{k} a^{l}$. Show that if $w \neq w^{\prime}$, then $w(a, a b)$ and $w^{\prime}(a, a b)$ are different elements of $\mathrm{BS}_{1,2}$. For this use a homomorphism $\phi: a \mapsto\left(\begin{array}{cc}1 & 0 \\ 0 & 2\end{array}\right), b \mapsto\left(\begin{array}{cc}1 & 1 \\ 0 & 1\end{array}\right)$ from $\mathrm{BS}_{1,2}$ into $\operatorname{GL}(2, \mathbb{R})$. For $\mathbb{Z} \imath \mathbb{Z}$, use the fact from Exercise 1.8 .25 that it contains free commutative groups of arbitrary rank, and Exercise 5.7.2, or find a free subsemigroup of rank 2.

Therefore there exist amenable groups with exponential growth functions.
5.8.4. Groups with Tarski number 4. The following Theorem was proved by Jónsson and Dekker (see [329] or [83]).

Theorem 5.8.40. A group $G$ has Tarski number 4 if and only if it contains a copy of the free group $F_{2}$.

Proof. The "if" statement is Corollary 5.8.14. Suppose that the Tarski, number of $G$ is 4 . Then there exist four disjoint subsets $A_{1}, A_{2}, B_{1}, B_{2}$ and two 2-element sets of translating elements $\{1, g\},\{1, h\}$ : the first set translates subsets $A_{1}, A_{2}$, the second set translates $B_{1}, B_{2}$ (recall that by Remark 5.8.5 we can always assume that each of the two sets of translating elements contains 1). We will use the ping-pong Theorem 1.8 .31 to prove that the subgroup generated by $g, h$ is isomorphic to the free group $F_{2}$. The parts of the ping-pong table are $A_{1} \cup A_{2}, B_{1} \cup B_{2}$. We have


Therefore


ExERCISE 5.8.41. Show that $\left(B_{1} \cup B_{2}\right) g^{m} \subseteq A_{2}$ for every $m<0$, and that $\left(A_{1} \cup A_{2}\right) h^{m} \subseteq B_{1} \cup B_{2}$ for every integer $m \neq 0$. Thus, indeed, the sets $A_{1} \cup A_{2}$ and $B_{1} \cup B_{2}$ form a ping-pong table for $g, h$ and by Theorem 1.8.31, the subgroup $\langle g, h\rangle$ is free.
5.8.5. Co-growth and the vol Neumann-Day conjecture. The goal of this subsection is to prove that existence of free non-cyclic subgroups is not equivalent to non-amenability.
5.8.5.1. Co-growth and amenability. The following characterization of amenable groups was found by Kesten [175] in terms of random walks. Its purely syntactic reformulation was announced by Grigorchuk in $\mathbf{1 2 4}$. For a full proof in English see $\mathbf{1 2 2}$ ), different and easier proofs can be found in [70, 312, 331.

Let $N$ be a normal subgroup of a free group $F_{X},|X|=k \geq 1$. Let $L_{N}$ be the language of all (not necessarily reduced) words in $X \cup X^{-1}$ representing elements in $N$. Let $s(n)$ be the spherical growth function of $L_{N}$. For any word $u$ in the alphabet $X \cup X^{-1}$ the word $u u^{-1}$ is in $L_{N}$ since $N$ contains 1. This implies the inequality

$$
\begin{equation*}
s(n) \geq(2 k)^{n / 2} \tag{5.8.3}
\end{equation*}
$$

On the other hand, $s(n)$ does not exceed the number of all words in the alphabet $X \cup X^{-1}$ of length $n$. Therefore

$$
\begin{equation*}
s(n) \leq(2 k)^{n} \tag{5.8.4}
\end{equation*}
$$

The cogrowth in the sense of Kesten $\mathcal{C}_{K}$ of $N$ is the exponential rate of growth of the function $s(n)$. As in Section 3.7.1, it is defined as the following limit:

$$
\mathcal{C}_{K}=\limsup _{n \rightarrow \infty} \sqrt[n]{s(n)}
$$

Inequalities (5.8.3) and (5.8.4) show that

$$
(2 k)^{\frac{1}{2}} \leq \mathcal{C}_{K} \leq 2 k
$$

Remark 5.8.42. It is often more convenient to consider the language $L_{N}^{\prime}$ of all reduced words in $N$. The exponential rate of growth of that language is called the cogrowth in the sense of Grigorchuk and will be denoted by $\mathcal{C}_{G}$. One can deduce from Exercise 1.8 .27 that $(2 k-1)^{1 / 2} \leq \mathcal{C}_{G} \leq 2 k-1$ provided $N$ is nontrivial.

If $\mathcal{P}=\operatorname{gp}\langle X \mid R\rangle$ is a nontrivial group presentation of a group $G, X$ is finite, and $N$ is the normal subgroup of the free group $F_{X}$ generated (as a normal subgroup) by $R$, then the cogrowth of $G$ (more precisely of the presentation $\mathcal{P}$ ) is, by definition, the cogrowth of $N$.

Now we can formulate
Theorem 5.8.43 (Kesten [175], Grigorchuk [122]). A group $G=F_{k} / N$ is amenable if and only if its cogrowth in the sense of Kesten is maximal possible, i.e., $\mathcal{C}_{K}=2 k$, and, provided $N$ is nontrivial, if and only if the cogrowth in the sense of Grigorchuk is maximal possible, i.e., $\mathcal{C}_{G}=2 k-1$.

We shall not prove this theorem, referring the reader to [122], [70]
Example 5.8.44. We know that the infinite cyclic group $G=\operatorname{gp}\langle a\rangle$ is amenable (Theorem 5.8.21). Let us show directly that $G$ has the maximal possible cogrowth in the sense of Kesten for 1-generated groups, i.e., 2 (the co-growth in the sense of Grigorchuk is 0 : the normal subgroup $N$ in that case is $\{1\}$ ). Indeed, a word in $\left\{a, a^{-1}\right\}$ is equal to 1 in $G$ if and only if it is of even length, say, $2 n$, and contains exactly $n$ occurrences of $a$ and exactly $n$ occurrences of $a^{-1}$ (why?). Therefore the number of words of length $m$ which are equal to 1 in $G$ is 0 if $m$ is odd. If $m=2 n$ is even, then the number of words of length $m$ which are equal to 1 in $G$ is the number of possibilities to place $n$ occurrences of the letter $a$ in a word of length $2 n$. Thus it is equal to $\binom{2 n}{n}$, the middle binomial coefficient in the expansion of $(x+y)^{2 n}$. By Exercise 3.7.6

$$
\binom{2 n}{n} \geq \frac{4^{n}}{2 n+1}
$$

Therefore

$$
\mathcal{C}_{K}=\limsup _{n \rightarrow \infty}\binom{2 n}{n}^{\frac{1}{2 n}} \geq \lim _{n \rightarrow \infty}\left(\frac{4^{n}}{2 n+1}\right)^{\frac{1}{2 n}}=2,
$$

as required.
5.8.5.2. The von Neumann-Day conjecture. Recall that von Neumann 328, 329 discovered that the cause of Hausdorff's paradox is a free non-cyclic subgroup in $\mathrm{SO}(3, \mathbb{R})$, and introduced amenable groups. The next natural question to ask was whether every non-amenable group contains a free non-cyclic subgroup. That question was first formulated explicitly by Day in [80]. A negative answer was found by Olshanskii [257]. His example was a Tarski monster (see Section 5.9.1 below). Then Adian [4] proved that the free Burnside groups $B(m, n)$ of odd exponents $\geq 665$ with at least 2 generators are non-amenable. Since every element of $B(m, n)$ has finite order, $B(m, n)$ cannot contain nontrivial free subgroups.

Below we shall explain some of the ideas of Adian's proof.
5.8.5.3. Nonamenability of groups with Dehn presentations. Adian's proof uses the fact that Burnside groups have nice infinite Dehn presentations (see Section 5.2.3.15). It starts with the following general result about groups admitting Dehn presentations.

Let $\mathcal{P}=\operatorname{gp}\langle X \mid R\rangle$ be a Dehn presentation of a group $G, X \cap X^{-1}=\varnothing,|X|=$ $m$. We shall, as usual, assume that $R$ is closed under cyclic shifts and taking inverses. Then by the definition of Dehn presentation every reduced word $w$ in the alphabet $X \cup X^{-1}$ that is equal to 1 in $G$ contains more than a half of a relator $r \in R$. Thus $w \equiv p E_{w} q, r=E_{w} v_{w} \in R$ and $\left|E_{w}\right|>\left|v_{w}\right|$. We shall assume that $E_{w}$ is the largest possible such subword in $w$. Let us denote the smallest difference $\left|E_{w}\right|-\left|v_{w}\right|$ (for all $w$ which are equal to 1 in $G$ ) by $\delta_{\mathcal{P}}$ and call it the speed of the Dehn presentation $\mathcal{P}$. The infimum of all quantities $\frac{\left|E_{w}\right|-\left|v_{w}\right|}{|r|}$ is called the relative speed of $\mathcal{P}$ and is denoted by $\gamma_{\mathcal{P}}$. We shall need also the number $\beta_{\mathcal{P}}$ which is the infimum of all numbers $\beta$ such that the number of words of length $n$ in $R$ is $\leq(2 m-1)^{\beta n}$ for every $n \geq 1$ (show that then $(2 m-1)^{\beta}$ is the exponential rate of growth of the language $L$ by the definition from Section 5.8.5.1).

Theorem 5.8.45 (Adian, 4). Suppose that a Dehn presentation $\mathcal{P}=g p\langle X|$ $R\rangle$ as above has speed $\delta$, relative speed $\gamma$ and the exponential rate of growth $(2 m-1)^{\beta}$. Let $\alpha=\frac{4}{\delta} \log _{2 m-1}\left(e\left(1+\frac{\delta}{4 \gamma}\right)\right)$ where $e \approx 2.71828 \ldots$ is the base of the natural logarithm. Then the cogrowth in the sense of Grigorchuk of the group $G$ defined by $\mathcal{P}$ does not exceed

$$
(2 m-1)^{\frac{1}{2}+\frac{\beta}{\gamma}+\alpha} .
$$

Remark 5.8.46. Thus if $\frac{\beta}{\gamma}$ is small enough, and $\delta$ is big enough, then the cogrowth in the sense of Grigorchuk is smaller than $2 m-1$ and the group given by the presentation $\mathcal{P}$ is non-amenable by Theorem [5.8.43.

Proof of Theorem 5.8.45, We follow Adian's proof from 4. Let $w$ be any reduced word in the alphabet $X \cup X^{-1}$ that is equal to 1 in $G,|w|=x$. Then (by the definition of Dehn presentations), there exists a word $r \in R$ represented as $r \equiv E_{1} v_{1}$ such that $E_{1}$ is the maximal subword of $r$ which is contained in $w$, and $\left|E_{1}\right|-\left|v_{1}\right| \geq \delta$. Replacing $E_{1}$ by $v_{1}^{-1}$ in $w$ we get a word $w_{1},|w|-\left|w_{1}\right| \geq \delta$. Since $w_{1}=1$ in $G$, we can continue the chain of words until we reach the empty word:

$$
w \equiv w_{0} \rightarrow w_{1} \rightarrow \ldots \rightarrow w_{\lambda} \equiv \varnothing .
$$

Then $\lambda \leq \frac{x}{\delta}$. Let $E_{1}, v_{1}, \ldots, E_{\lambda}, v_{\lambda}$ be the corresponding parts of the relations from $R$. Note that by the maximality of $E_{i}$, if $v_{i}$ is not empty, then after replacing $E_{i}$ by $v_{i}^{-1}$ in $w_{i-1}$ we get a reduced word (prove it!). If $v_{i}$ is empty, then after replacing $E_{i}$ by 1 , some cancelations may be necessary. Thus each transition from $w_{i}$ to $w_{i-1}$ can be described as follows: represent $w_{i}$ as $p z_{i} v_{i}^{-1} \cdot z_{i}^{-1} \cdot q$ in the free group where $p z_{i} v_{i}^{-1}$ is a prefix of $w_{i}, z_{i}^{-1} q$ is a suffix of $w_{i}, z_{i}$ is empty if $v_{i}$ is not empty. Then

$$
w_{i-1} \equiv p z_{i} E_{i} z_{i}^{-1} q .
$$

We can also obtain $w_{i-1}$ from $w_{i}$ by inserting $z_{i} E_{i} v_{i} z_{i}^{-1}$ after $p$ and then canceling $v_{i}$.

In order to minimize the number of possible substitutions, let us slightly modify our chain of words. Consider the sequence of substitutions $w_{\lambda}^{\prime} \equiv \varnothing \rightarrow$ $w_{\lambda-1}^{\prime} \rightarrow \ldots \rightarrow w_{0}^{\prime} \equiv w^{\prime}$ where at each step $w_{i-1} \rightarrow w_{i}$ we insert $\left(z_{i}\left[E_{i} v_{i}\right] z_{i}^{-1}\right)$ without canceling $v_{i}$. Thus we do not replace a part of a word from $R$ by another part of that word but insert the whole word. To specify different parts of the inserted word, we use parentheses and square brackets. Thus each $w_{i}^{\prime}$ is equal to $w_{i}$ in the free group. In particular, $w^{\prime}=w$ in the free group. The word $w^{\prime}$ will be called a companion of $w$. To simplify counting, we leave the brackets in $w^{\prime}$ but we do not count the brackets when we consider the length of $w^{\prime}$. Note that $w$ is the unique reduced word (see Section 1.8.6) that is equal to $w^{\prime}$ in the free group, so $w$ is uniquely determined by any of its companions.

Let us estimate from above the length of $w^{\prime}$ in terms of the length $x$ of $w$. By the definition of speed and relative speed, we have that for every $i \geq 0$,

$$
\begin{gathered}
\left|w_{i}\right|-\left|w_{i+1}\right| \geq 2\left|z_{i}\right|+\left|E_{i}\right|-\left|v_{i}\right| \geq 2\left|z_{i}\right|+\delta . \\
\left|w_{i}\right|-\left|w_{i+1}\right| \geq 2\left|z_{i}\right|+\gamma\left|E_{i} v_{i}\right| .
\end{gathered}
$$

Summing these equalities for all $i$ gives

$$
\begin{gathered}
|w| \geq 2 \sum_{i=1}^{\lambda}\left|z_{i}\right|+\lambda \delta, \\
|w| \geq 2 \sum_{i=1}^{\lambda}\left|z_{i}\right|+\gamma \sum_{i=1}^{\lambda}\left|E_{i} v_{i}\right| .
\end{gathered}
$$

Since by the definition of the companion $\bar{w}$ we have

$$
|\bar{w}|=2 \sum_{i=1}^{\lambda}\left|z_{i}\right|+\sum_{i=1}^{\lambda}\left|E_{i} v_{i}\right|
$$

we deduce

$$
\begin{equation*}
|w| \leq|\bar{w}| \leq \frac{x}{\gamma} \tag{5.8.5}
\end{equation*}
$$

Now let us estimate the number $N(x, h)$ of companion words $\bar{w}$ of length $h$ of reduced words $w$ of length $x$ as above. One can obtain $\bar{w}$ as follows.

- Start with the word $123 \ldots h$ of length $h$.
- Place in that word $2 \lambda$ pairs of parentheses and square brackets.
- Repeat $2 \lambda$ times the following steps until all pairs of corresponding brackets are used.
- Pick a new pair of corresponding parentheses or square brackets, and the subword $V$ bounded by that pair.
- Remove all proper subwords from $V$ bounded by square brackets or parentheses. The remaining word $V^{\prime}$ is a product of some letters from $\{1,2, \ldots, h\}$.
- Replace that word by a word of the same length $\left|V^{\prime}\right|$ from $R$ (if $V$ was bounded by square brackets) or $z_{i} z_{i}^{-1}$ (if $V$ was bounded by parentheses).
- Insert back the removed subwords from $V$ (there is only one natural way to do that).
The number of possible placements of $2 \lambda$ pairs of square brackets and parentheses in the word $123 \ldots h$ of length $h$ can be (very roughly) estimated from above as

$$
\begin{equation*}
\binom{h+4 \lambda}{4 \lambda} \leq \frac{(h+4 \lambda)^{4 \lambda}}{(4 \lambda)!}=\frac{(4 \lambda)^{4 \lambda}}{(4 \lambda)!}\left(1+\frac{h}{(4 \lambda)}\right)^{4 \lambda} \tag{5.8.6}
\end{equation*}
$$

In order to further simplify that expression, we need the following fact from Calculus.

Lemma 5.8.47. For every natural $n \geq 1$ we have $\frac{n^{n}}{n!} \leq e^{n}$.
Proof. Integrating by parts the function $\ln x$ we get

$$
\int_{1}^{n} \ln x=n \ln n-n+1 .
$$

Since $\ln x$ is an increasing function, we can estimate the integral $\int_{1}^{n} \ln x d x$ from above by using the Darboux sums with step 1:

$$
\int_{1}^{n} \ln x \leq \ln 2+\ldots+\ln n=\ln n!
$$

Thus $n \ln n-n+1 \leq \ln n$ ! or

$$
n \ln n-\ln n!\leq n-1 .
$$

Taking exponents of both sides of this inequality yields the result.
By Lemma 5.8.47 the expression (5.8.6) does not exceed

$$
e^{4 \lambda}\left(1+\frac{h}{(4 \lambda)}\right)^{4 \lambda}
$$

which does not exceed

$$
\begin{equation*}
e^{4 \frac{x}{\delta}}\left(1+\frac{\frac{x}{\gamma}}{\left(4 \frac{x}{\delta}\right)}\right)^{4 \frac{x}{\delta}}=(2 m-1)^{x \alpha} \tag{5.8.7}
\end{equation*}
$$

where (as in the formulation of the theorem)

$$
\alpha=\frac{4}{\delta} \log _{2 m-1}\left(e\left(1+\frac{\delta}{4 \gamma}\right)\right) .
$$

Here we used the fact that the function $\ell(p, q)=\left(1+\frac{q}{p}\right)^{p}$ is increasing in both $p$ and $q$ (check it!).

Fix the lengths $k_{1}, \ldots, k_{\lambda}$ of words from $R$ and lengths $t_{1}, \ldots, t_{\lambda}$ of the words $z_{i}$ used in the construction of $\bar{w}$. Then the number of companion words of length $h=\sum_{i=1}^{\lambda} k_{i}+2 \sum_{i=1}^{\lambda} t_{i}$ is bounded from above by

$$
\begin{equation*}
\prod_{i=1}^{\lambda}(2 m-1)^{\beta k_{i}} \prod_{i=1}^{\lambda}(2 m-1)^{t_{i}} \leq(2 m-1)^{\beta \sum_{i=1}^{\lambda} k_{i}+\sum_{i=1}^{\lambda} t_{i}} \leq(2 m-1)^{\beta h+\frac{x}{2}} \leq(2 m-1)^{\frac{\beta x}{\gamma}+\frac{x}{2}} \tag{5.8.8}
\end{equation*}
$$

Note that the last term of that sequence of inequalities does not depend on $k_{i}$ or $t_{i}$ or even on the way the parentheses and square brackets are placed. Note also that any placement of parentheses in the word $12 \ldots h$ determines the numbers $k_{1}, k_{2}, \ldots, t_{1}, t_{2} \ldots$ uniquely or does not correspond to any companion word at all. Therefore multiplying the last term in (5.8.8) by $(2 m-1)^{x \alpha}$ gives us an upper bound of $N(x, h)$. Multiplying that further by the number of possible values of $h\left(1 \leq h \leq \frac{x}{\lambda}\right)$, we get an upper bound of all companion words of reduced words $w$ of length $x$ which are equal to 1 in $G$. That upper bound is equal to

$$
\frac{x}{\gamma}(2 m-1)^{x\left(\frac{1}{2}+\frac{\beta}{\gamma}+\alpha\right)}
$$

hence the cogrowth in the sense of Grigorchuk does not exceed

$$
(2 m-1)^{\left(\frac{1}{2}+\frac{\beta}{\gamma}+\alpha\right)}
$$

as required.
5.8.5.4. Non-cyclic Burnside groups of sufficiently large odd exponents are not amenable. Let exponent $n$ be sufficiently large and odd. In Section 5.2.3.15 we described a Dehn presentation $\mathcal{P}_{i}$ of the intermediate group $G_{i}, i \geq 1$. By definition $\mathcal{P}_{i} \subseteq \mathcal{P}_{i+1}$ for every $i$. Therefore $\mathcal{P}=\bigcup \mathcal{P}_{i}$ is a Dehn presentation of the group $B(2, n)$. It is easy to see (from Section 5.2.3.15) that the speed of this presentation is at least $c n$ for some constant $c$ and the relative speed is close to 1 . Still we cannot immediately apply Theorem 5.8.45 because the exponential rate of growth of that presentation is too large: $\mathcal{P}$ has "too many" relations. One can trim the set $\mathcal{P}_{i}$ from Section 5.2.3.15, for example, by considering only contiguity subdiagrams $\Psi$ which do not contain cells that are attached to the boundary of $\Delta$ with large contiguity degree. But estimating the number of possible subdiagrams $\Psi$ is not an easy task and would require a very detailed analysis of diagrams over $\mathcal{P}_{i}$. Instead we refer to Adian's paper [4] where he constructs, using the techniques from [251], a Dehn presentation of the Burnside group $B(m, n)$ for every odd $n \geq 665$ and every $m \geq 2$ with speed $\geq 228$, relative speed $\frac{1}{3}$, the exponential rate of growth $\leq(2 m-1)^{\frac{1}{45}}$. Plugging these numbers in the formula from Theorem 5.8.45, we conclude that the cogrowth in the sense of Grigorchuk of $B(m, n)$ does not exceed $(2 m-1)^{\frac{1}{6}}$. Applying Theorem 5.8.43 we obtain

Theorem 5.8.48. The free Burnside group $B(m, n)$ is non-amenable for every $m \geq 2$ and every odd $n \geq 665$.

Note that $B(m, n)$ was the first counterexample to the von Neumann-Day conjecture that satisfied a nontrivial identity. As of today, the varieties of all groups of exponent $n$ ( $n$ big enough) are still the smallest known varieties of groups containing non-amenable groups. But the free non-cyclic groups in the
non-commutative variety of groups where all finite groups are commutative constructed by Olshanskii [259] and in the non-commutative variety of groups where all periodic groups are commutative constructed by Ivanov and Storozhev [158] are probably non-amenable also.

### 5.9. Further reading and open problems

5.9.1. Further applications of Olshanskii's method. The method outlined in Section 5.2.3, and its modifications, have been used to solve numerous other famous group theory problems. Here is a very incomplete list of these results. The first three and the fifth results can be found in $\mathbf{2 6 0}$, the fourth is in [233], and the sixth is in [265] (for more see [260] and [282]).
(1) (Tarski monster of the first kind) There exists a finitely generated group with all proper subgroups infinite cyclic.
(2) (Tarski monster of the second kind) There exists a nontrivial finitely generated group with all proper subgroups cyclic of the same prime order.
(3) (Divisible group) There exists a nontrivial finitely generated group in which every element $a$ has a root of any degree (i.e., for every $n \geq 0$ there exists $b_{n}$ such that $b_{n}^{n}=a$ ).
(4) (Verbally complete group) There exists a finitely generated nontrivial group $G$ such that for every $a \in G$ and every word $w$ which is not freely trivial, $a$ is a value of $w$ in $G$.
(5) (Group with finitely many conjugacy classes) There exists an infinite finitely generated periodic group $G$ and an element $a \in G$ such that every element is conjugate to a power of $a$ (in particular, $G$ has only finitely many conjugacy classes).
(6) (Group with two conjugacy classes) There exists an infinite finitely generated group where all non-identity elements are conjugate.
Each of these results answered a long standing problem in group theory which were completely out of reach before Olshanskii's method was developed. Note that all these groups except the last one are inductive limits of hyperbolic groups. The last example is an inductive limit of the so-called relatively hyperbolic groups. In each case a version of small cancelation theory based on contiguity subdiagrams was developed.
5.9.2. Syntactic properties of hyperbolic groups. Hyperbolicity has been studied in geometry since at least Lobachevsky, Bolyai and Poincare and, under the name of small cancelation, by combinatorial group theorists since Dehn. Gromov was first who noticed that groups that appear in hyperbolic geometry and "abstract" small cancelation groups have many common features. He formally defined and systematically studied hyperbolic groups in [129] $\frac{14}{4}$ The importance of $\mathbf{1 2 9}$ was understood immediately and by now the theory of hyperbolic groups and their generalizations is one of the largest parts of the

[^23]theory of infinite groups called geometric group theory (one of the main goals of the geometric group theory is to consider Cayley graphs of groups as geometries and classify groups up to quasi-isometry which is a much weaker equivalence than isomorphism: see the introduction to Druţu and Kapovich 91 and the references therein). One of the most accessible presentation of the foundations of the theory of hyperbolic groups can be found in 12 and 112 . Here we survey only a very few, more syntactic, results about hyperbolic groups.
5.9.2.1. Almost all groups are hyperbolic. This means that if we pick a finite group presentation "at random", it defines a hyperbolic group with probability close to 1 . Of course to make that statement precise, we need to explain what does it mean to pick a presentation at random. There are several different ways to do that, one can read about it in my survey [282, Section 3.1.H].
5.9.2.2. Dehn functions of hyperbolic groups. The Dehn function of a finitely presented group $G=\operatorname{gp}\langle X \mid R\rangle$ is a function $f: \mathbb{N} \rightarrow \mathbb{N}$ such that every word $w \in\left(X \cup X^{-1}\right)^{*}$ which is equal to 1 in $G$ labels the boundary of a van Kampen diagram with at most $f(|w|)$ cells. The Dehn function (up to the equivalence from Section (1.5) does not depend on the presentation of a group, and is an almost as important invariant of a group as the growth function (see [282]).

Since hyperbolic groups have Dehn presentations, every hyperbolic group has linear Dehn function: in Section 5.8.5.3 we essentially proved that the Dehn function $f(n)$ is bounded by $n / \delta$ where $\delta$ is the speed of the Dehn presentation.

It turned out 129, 261 that, conversely, all groups with linear, and even subquadratic, Dehn functions are hyperbolic. Thus there is a gap between "linear" and "quadratic" in the set of Dehn functions (up to equivalence) as in the set of growth functions in semigroups, rings and groups (Section 3.10.6.1).
5.9.2.3. The language of geodesic words in a hyperbolic group is rational. This is true for every finite presentation of a hyperbolic group. That fact was first proved by Cannon 62 for some groups that occur in hyperbolic geometry and then for arbitrary hyperbolic groups by Gromov [129]. This implies that the growth series for the language of geodesic words is a rational function (see Section 1.8.9). In fact the growth series of any hyperbolic group $G$ with respect to any finite generating set $X$ (when we count elements of $G$ rather than geodesic words that represent them) is also a rational function (see [98], 112, Chapter 1]) because there exists an automaton $\mathcal{A}=(Q, X)$ such that for every element $g$ of the group there exists a unique word $w_{g}$ recognized by $\mathcal{A}$ which represents $g$ in the group, the word $w_{g}$ is geodesic, and the language accepted by $\mathcal{A}$ consists of the words $w_{g}$.
5.9.2.4. The subshift of bi-infinite geodesics. Recall that in Section 3.3.1, with every finitely generated semigroup $S$ we associated the subshift $D(S)$ consisting of all bi-infinite geodesics. Let $G=\operatorname{sg}\langle A \mid \mathcal{R}\rangle$ be a hyperbolic group.

Theorem 5.9.1. There exists a subshift of finite type $(X, T)$ and a finite-to-one homomorphism $\phi$ from $(X, T)$ onto $D(G)$.

Proof. Let $G$ be generated by a finite set $A$. By Section 5.9.2.3, there exists a rooted automaton $\mathcal{A}=(Q, A)$ with input and output sets of vertices $Q_{-}, Q_{+}$ which recognizes the language of geodesic words in $G$. That means (see Section
1.3.2) that the labels of paths from $Q_{-}$to $Q_{+}$are precisely all the geodesic words in $G$. Let us modify $\mathcal{A}$ by removing edges and vertices that do not belong to paths in $\mathcal{A}$ from $Q_{-}$to $Q_{+}$. Clearly the new automaton $\mathcal{A}^{\prime}=\left(Q^{\prime}, A\right)$ recognizes the same language as $\mathcal{A}$. Then the label of every path in $\mathcal{A}^{\prime}$ is a geodesic in $G$. Indeed, every path $p$ in $\mathcal{A}^{\prime}$ can be extended to a path $p_{0} p p_{1}$ where $p_{0}$ starts at a vertex from $Q_{-}, p_{1}$ ends at a vertex from $Q_{+}$. Thus the label of every path in $\mathcal{A}^{\prime}$ is a subword of a geodesic word in $G$, hence a geodesic word itself. We conclude that the label of every bi-infinite path in $\mathcal{A}^{\prime}$ belongs to the subshift $D(G)$. Let $D^{\prime} \subseteq A^{\mathbb{Z}}$ be the subshift generated by all labels of bi-infinite paths in $\mathcal{A}^{\prime}$. Then the sets of finite subwords of $D^{\prime}$ and $D(G)$ coincide (both are the sets of all geodesic words in $G$ ). Hence $D^{\prime}=D(G)$.

Let $(E, T)$ be the edge subshift of the underlying graph of $\mathcal{A}^{\prime}$. It is a subshift of finite type (see Section 1.6.2). There exists a homomorphism from $(E, T)$ to $D(G)$ which takes every bi-infinite path to its label. That homomorphism is finite-to-one (in fact at most $k$-to-one where $k$ is the number of vertices in $\mathcal{A}^{\prime}$ ). Indeed, every bi-infinite path in $\mathcal{A}^{\prime}$ is completely determined by its label and the vertex visited at time 0 (we have used that argument in the proof of Theorem 3.9.18).

For more on the connections between subshifts and hyperbolic groups see the book by Coornaert and Papadopoulos [74].
5.9.3. Some semantic properties of small cancelation groups. Novi-kov-Adian theorem and results of Olshanskii and others (see 260 and Section 5.9.1) changed the way we think about infinite groups. A similar change is happening now with small cancelation groups (and the whole geometric group theory). One of the strongest results about small cancelation groups has been obtained recently by Ian Agol [10] (based on the work of Daniel Wise [330]). Here is one of the corollaries of the result.

Theorem 5.9.2. Every group satisfying $C^{\prime}\left(\frac{1}{6}\right)$ embeds into the group $\operatorname{SL}(n, \mathbb{Z})$ of $n \times n$-matrices with integer entries and determinant 1 for some $n$.

Not every hyperbolic group has this property.
Theorem 5.9.3 (M. Kapovich [169]). There is a hyperbolic group that does not embed into any (multiplicative) group of matrices over a commutative ring.
5.9.4. Open problems about hyperbolic group. There are many open problems about hyperbolic (and related) groups (see Bestvina's list [48] or [281]). We mention only two of them here. Both problems were first formulated by Gromov but are still far from being solved although many attempts have been made.

Problem 5.9.4. Suppose that a hyperbolic group $G$ does not have a free subgroup of finite index. Is it true that $G$ contains a subgroup isomorphic to a surface group $\pi_{1}\left(S_{g}\right), g \geq 2$ ?

Problem 5.9.5. Is it true that every hyperbolic group has a homomorphism onto a finite nontrivial group?

This is true for groups satisfying the small cancelation property $C^{\prime}(1 / 6)$ which follows from Theorem 5.9.2.
5.9.5. The Hanna Neumann conjecture. The Hanna Neumann conjecture formulated in Section 5.5.2.2 can be reformulated as follows. Let $r$ be the rank of a subgroup $H$ of a free group. Then let us denote $\bar{r}=\max (r-1,0)$. This number is called the reduced rank of $H$.

Conjecture 5.9.6 (Hanna Neumann [246]). Let $H_{1}, H_{2}$ be subgroups of reduced ranks $\bar{r}_{1}, \bar{r}_{2}$ of a free group. Then the reduced rank $\bar{r}$ of the intersection $H_{1} \cap H_{2}$ satisfies

$$
\bar{r} \leq \bar{r}_{1} \bar{r}_{2} .
$$

That conjecture has been strengthened by Walter Neumann in the 80s:
Conjecture 5.9.7 (Walter Neumann [249]). Let $H_{1}, H_{2}$ be subgroups of reduced ranks $\bar{r}_{1}, \bar{r}_{2}$ of a free group $F_{k}$. Then the sum of reduced ranks of distinct intersections $H_{1}^{g} \cap H_{2}, g \in F_{k}$, does not exceed $\bar{r}_{1} \bar{r}_{2}$.

Note that although the number of intersections $H_{1}^{g} \cap H_{2}, g \in F_{k}$, is infinite it can be proved (using Theorem [5.5.9) that only finite number of these intersections are distinct.

After more than 50 years of attempts, both conjectures have been proved in 2011 almost simultaneously (papers using quite different sets of ideas appeared in the arXiv one 5 days after the other) by Joel Friedman 106 and Igor Mineyev [232]. Amazingly short modifications of both proofs were given by Warren Dicks [86, 87]. Note that both Mineyev's proof and Dicks' version of it essentially use the fact that there exists a total order $\leq$ on any free group which is compatible with the product (Theorem 1.8.36).
5.9.6. Diagram groups. More information about diagram groups can be found in Farley [101, 102] and Guba and Sapir [138, 139]. It turned out that a diagram group can be defined as the fundamental group of the space of certain paths in a directed 2-complex. Farley proved, in particular, that this space of paths has nice geometric properties (its universal cover is CAT(0)). Some results proved in [138, 139] are summarized in the next theorem.

Theorem 5.9.8 (Guba, Sapir [135, 138, $\mathbf{1 3 9 ]}$ ). (1) If a string rewriting system $\mathcal{P}=s r\langle X \mid \mathcal{R}\rangle$ is Church-Rosser, then presentations of the corresponding diagram groups $\mathrm{DG}(\mathcal{P}, u)$ can be explicitly found.
(2) The diagram group corresponding to the rewriting system $\operatorname{sr}\langle x| x^{2} \rightarrow$ $x, x \rightarrow x\rangle$ (and many other diagram groups) is universal, i.e., contains all other countable diagram groups as subgroups. That group can be explicitly constructed as an extension of a "nice" group by the $R$. Thompson group $F$.
(3) Every diagram group admits a total order compatible with the multiplication.
5.9.7. The R. Thompson group $F$. There are several characterizations of R. Thompson group $F$ which we have not mentioned before. One of these was first discovered by F. Galvin and R. Thompson in 108 and then used by Higman in [153]. They proved that the R . Thompson group $F$ is the group of certain "strong order preserving" automorphisms of the finitely generated relatively free algebra in the Jónsson-Tarski variety defined in Section 1.4.4. The group $V$ of all automorphisms of that algebra turned out to be also interesting. That was the first example of a finitely presented infinite simple group (for more on this see (55) and 63).

Many papers are devoted to the study of the R . Thompson group $F$. The most difficult and unexpected result about that group was obtained by Victor Guba

Theorem 5.9.9 (Guba, [132]). The Dehn function of the $R$. Thompson group $F$ is quadratic.

The growth function and growth series of $F$ are also subject of intensive study. Although by Theorem 5.6.42 and Exercise 5.6.46, the R. Thompson group $F$ admits a Church-Rosser presentation with a rational language of canonical words, we cannot conclude that the growth series of $F$ (say, with respect to the generating set $\left\{x_{0}, x_{1}\right\}$ ) is represented by a rational function as in Section 1.8.9 because the canonical words are not geodesic. But Elder, Fusy and Rechnitzer [96] formulated the following

Conjecture 5.9.10. The difference between the length of a "typical" canonical word from Theorem 5.6.42 and the length of the element of $F$ represented by this word does not exceed a constant.

The word "typical" which should be intuitively clear, can be precisely defined (see [168], for example).

Problem 5.9.11. Is it true that the growth series of $F$ (with respect to the generating set $\left\{x_{0}, x_{1}\right\}$ or any other finite generating set) is a rational function?

José Burillo proved [60] that the answer is positive for the growth series of the submonoid generated by $x_{0}, x_{1}$. This growth series is represented by $\frac{1-z^{2}}{1-2 z-z^{2}+z^{3}}$. The exact values of the spherical growth function $s(n)$ of $F$ (with respect to $\left.\left\{x_{0}, x_{1}\right\}\right)$ are known for $n \leq 1500$ [96]. This data implies that if the growth series of $F$ with respect to the generating set $\left\{x_{0}, x_{1}\right\}$ is represented by a rational function $P / Q$, then the degree of the polynomial $Q$ must be at least 749 .

The most famous open problem about R. Thompson group $F$ is whether $F$ is amenable. That problem was first formulated by R. Thompson in around 1973 (unpublished) and it was then independently formulated by Geoghegan [110] in 1979. Recall that $F$ does not contain free non-cyclic subgroups and is finitely presented with two generators and two relations (see Section 5.6.6). Thus if $F$ was non-amenable, it would give an easy finitely presented counterexample to the von Neumann-Day conjecture. At this time (the end of 2013) the only published finitely presented counterexamples have about $10^{200}$ relations [264], [157] (although see [204]). The best currently known result about amenability
of the R . Thompson group $F$ is the following statement showing that even if $F$ is amenable, it is "barely so" because its Følner sets are enormously large.

Theorem 5.9.12 (J. Moore [237]). Let $U$ be any finite generating set of $F$. Then for every $n$ the smallest finite set satisfying the Følner condition $(\mathcal{F})$ for $\epsilon=\frac{1}{2^{n}}$ has at least $2^{2^{2 \ldots}}$ elements (where the number of $2 s$ is at least Cn for some constant $C>0$ ).
5.9.8. The finite basis problem for varieties of groups. Many results and open problems about the finite basis problem for group varieties are surveyed by Gupta and Krasilnikov in $\mathbf{1 4 3}$. The following is one of the main open problems in that area.

Problem 5.9.13 (Shmelkin). Is every group of matrices over a field finitely based?

By the Tits alternative [313], every finitely generated group of matrices over a field either satisfies no nontrivial identity or has a solvable subgroup of finite index (the condition "finitely generated" can be removed if the characteristic is 0 ). Solvable groups of matrices have been described by Lie, Kolchin and Mal'cev (see [170]). Every such group $G$ has a finite index subgroup $H$ which is nilpotent-by-commutative, i.e., $H$ has a nilpotent normal subgroup $N$ such that $H / N$ is commutative. Thus Problem 5.9.13 reduces to groups which have finite index nilpotent-by-commutative subgroups.

The following theorem "almost" solves the problem.
THEOREM 5.9.14 (Krasilnikov, [187]). Any nilpotent-by-commutative group is finitely based.

We also know (Theorem 1.4.33) that every finite group is finitely based, but all efforts to combine Theorems 5.9.14 and 1.4.33 failed so far.
5.9.9. Zel'manov words and inherently non-finitely based varieties of groups. Since every finite group has finite basis of identities by Oates and Powell (Theorem 1.4.33), there are no inherently non-finitely based finite groups. It is quite possible that there are no inherently non-finitely based locally finite group varieties at all. The main evidence for this is the following theorem of Zel'manov where Zimin words reappear again, this time "dressed up" using group commutators.

Let us define the Zel'manov word $\mathcal{Z}_{n}$ by the following rule:

$$
\mathcal{Z}_{1}=x_{1}, \ldots, \mathcal{Z}_{n+1}=\left[\mathcal{Z}_{n}, x_{n+1}, \mathcal{Z}_{n}\right]
$$

where, as before, brackets denote the group commutator: $[x, y]=x^{-1} y^{-1} x y$, $[x, y, z]=[[x, y], z]$. One can easily see that the Zel'manov word is precisely the Zimin word where the multiplication is replaced by the group commutator. The following theorem is proved in [335] (it solved a long-standing problem by B.H.Neumann 248 in the case of prime exponents).

THEOREM 5.9.15 (Zel'manov, $\mathbf{3 3 5}$ ). For every prime number $p$ there exists a natural number $n$ such that a group of exponent $p$ is locally finite if and only if it satisfies the identity $\mathcal{Z}_{n}=1$.

As an immediate consequence of Theorem 5.9.15 and Theorem 1.4.37 we obtain the following

Corollary 5.9.16. There are no inherently non-finitely based locally finite varieties of groups of prime exponent.

For exponent 5, Corollary [5.9.16 was proved before by Endimioni 97 .
Conjecture 5.9.17. The statement of Corollary 5.9.16 should remain true if we replace there "prime" by "any finite".
5.9.10. Amenable groups. The literature concerning amenability is very large and fast growing (see, say, [83]). Here I will mention only a few recent results (see also Section 5.9.7).
5.9.10.1. More counterexamples to the von Neumann-Day conjecture. Currently there are several classes of counterexamples obtained by completely different methods. Here we mention two of these methods.

Golod-Shafarevich groups. In Section 5.2.1 we constructed examples of infinite periodic groups using associative algebras given by "sparse" sets of relations (from Section 4.4.6). Let us call these Golod groups. Similar groups can be constructed directly, by using group presentations.

Definition 5.9.18. Consider a free group $F_{d}, d>1$. Let $F_{d}>\gamma_{1}\left(F_{d}\right)>\ldots$ be the lower central series of $F_{d}$. For every $i, n$ let $\gamma_{i}^{n}\left(F_{d}\right)$ be the (normal) subgroup generated by all $n$-th powers of elements of $\gamma_{i}\left(F_{d}\right)$. Pick a prime number $p$. For every $m \geq 1$ let $D_{m}$ be the subgroup of $F_{d}$ generated by subgroups $\gamma_{i}^{p^{j}}\left(F_{d}\right)$ for $i p^{j} \geq m$. Then $F_{d} \geq D_{1} \geq D_{2} \geq \ldots$. It is possible to prove (using the Magnus embedding of the free group from Section 1.8 .8 where $K$ is the field of integers modulo $p$ ) that the intersection $\bigcap_{m \geq 0} D_{m}=\{1\}$. Then for every element $r \in F_{d}$ we can define its degree $\operatorname{deg}(r)$ as the maximal $m$ such that $r \in D_{m}$.

For a set of elements $R \subseteq F_{d}$, we define the series

$$
H_{R}(t)=\sum_{r \in R} t^{\operatorname{deg}(r)} .
$$

Then consider the Golod-Shafarevich function $\operatorname{GS}_{R}(t)=1-d t+H_{R}(t)$. A group $G$ is called Golod-Shafarevich if it has a presentation $\operatorname{gp}\left\langle x_{1}, \ldots, x_{d} \mid R\right\rangle$ such that for some $t>0, \operatorname{GS}_{R}(t)<0$.

The following two properties make this definition immediately useful:

- Every Golod-Shafarevich group is infinite.
- If $G$ is a group given by a Golod-Shafarevich presentation $\operatorname{gp}\langle X \mid R\rangle$, then adding a relation $r=1$ to $R$ with $r$ of high enough degree, we obtain a Golod-Shafarevich quotient of $G$. Indeed, if a number $z$ is negative, $t<1$, then we can add to $z$ a small positive number $t^{\operatorname{deg}(r)}$ and keep the sum negative.
Using the second property one can construct Golod-Shafarevich groups as inductive limits of finitely presented Golod-Shafarevich groups (similar to inductive limits of hyperbolic groups used in Section 5.2.3). Golod-Shafarevich groups have been used as a source of many examples (see the excellent survey by

Ershov [99]). Say, pick any prime $p$ and let $w$ run over all reduced group words in $x, y$. For each $w$ choose $i_{w}$ so that the numbers $i_{w}$ grow very fast. Consider the presentations $\mathcal{P}=\operatorname{gp}\langle x, y \mid R\rangle$ where $R$ consists of all relations $w^{p^{i w}}=1$. Since the degree of $w^{p^{i} w}$ is at least $i_{w}$, the value $G S_{R}(t)$ will be negative for, say, $t=\frac{1.5}{d}$ as in Section 4.4.6. Therefore the group given by the presentation $\mathcal{P}$ is infinite, finitely generated and periodic. The following theorem is more complicated.

Theorem 5.9.19 (See Ershov, [99]). For every $m \geq 1$ there exists a Golod group and a Golod-Shafarevich group, each of which is $m+1$-generated with all m-generated subgroups finite.

For Golod groups, Theorem 5.9.19 was proved by Golod in $\mathbf{1 1 5}$, for GolodShafarevich groups see 99 . (Compare this theorem and Theorem 5.9.15, This shows an important difference between the bounded and unbounded versions of the Burnside problem.)

Disproving a conjecture of Lubotzky and Zel'manov, Ershov proved the following

THEOREM 5.9.20 (Ershov, [99]). Every Golod-Shafarevich group is nonamenable.

Groups of piece-wise projective transformations of the circle. Let $\mathbb{R}^{*}$ be the real line with the infinity point $\infty$ adjoined, so that topologically $\mathbb{R}^{*}$ is a circle. In the hint for Exercise 1.8 .32 , we defined an action of $\operatorname{SL}(2, \mathbb{R})$ on the complex plane with infinity $\infty$ adjoined. Every invertible matrix $\left[\begin{array}{ll}p & q \\ r & s\end{array}\right]$ acts as the Möbius transformation

$$
z \mapsto \frac{p z+q}{r z+s}
$$

Note that if $z$ is a real number, then its image under the Möbius transformation is also real (or $\infty$ ). Thus $\mathrm{SL}(2, \mathbb{R})$ acts on the line with infinity point $\infty$ adjoined, $\mathbb{R}^{*}$. Topologically $\mathbb{R}^{*}$ is a circle, so $\operatorname{SL}(2, \mathbb{R})$ acts on a circle. Each Möbius map is a continuous bijection $\mathbb{R}^{*} \rightarrow \mathbb{R}^{*}$.

Let $A$ be a subring of $\mathbb{R}$ containing 1 . Let $G(A)$ be the group of all continuous bijections $\phi: \mathbb{R}^{*} \rightarrow \mathbb{R}^{*}$ which are piecewise Möbius transformations of $\mathbb{R}^{*}$ corresponding to matrices with coefficients from $A$. This means that there exists a partition of the circle $\mathbb{R}^{*}$ into a finite number of intervals; on each of these intervals, $\phi$ acts as one of the Möbius transformations corresponding to some matrix from $\operatorname{SL}(2, A)$, and $\phi$ is continuous and bijective. The definition of $G$ is similar to the definition of the R . Thompson group in terms of piecewise linear functions.

Let $H(A)$ be the subgroup of all elements $\phi$ of $G(A)$ that fix $\infty$, i.e., $\phi(\infty)=$ $\infty$. By [63, Theorem 7.2] the R. Thompson group $F$ is a subgroup of index 2 in $H(\mathbb{Z})$.

The following theorem of Monod is remarkable both for its strength and for the simplicity of the proof

Theorem 5.9.21 (Monod, [235]). For every ring $A \leq \mathbb{R}$ containing $1, A \neq \mathbb{Z}$, the group $H(A)$ is non-amenable and contains no free non-cyclic subgroups.

The fact that $H(A)$ contains no free non-cyclic subgroups is proved almost in the same way as the similar fact for $F$ (see Theorem [5.6.39).

The group $H(A)$ is not finitely generated. Moreover it is not countable. But by Theorem 5.8.15, $H(A)$ contains a finitely generated non-amenable subgroup $M$ which, of course, would not contain non-cyclic free subgroups. In fact such a subgroup $M$ was found explicitly by Lodha and J. Moore [204]. Moreover they proved that the subgroup is finitely presented. It has a presentation with 3 generators and 9 relations (compare with $10^{200}$ relations in [264]). The group is generated by an isomorphic copy of the R . Thompson group $F$ and one extra function. Note, though, that the group from $[264]$ satisfies a nontrivial identity ( $[x, y]^{n}=1, n \geq 10^{70}$, odd) while the group in [204] is lawless by Theorem 5.6.37,
5.9.10.2. Tarski numbers of groups. The paper [83 by de la Harpe, Grigorchuk and Ceccherini-Silberstein contains one of the first detailed studies of possible Tarski numbers of non-amenable groups. Since groups containing a non-cyclic free subgroup are precisely the groups with Tarski number 4 (by Theorem (5.8.40), we need to restrict ourselves to groups without non-cyclic free subgroups. It is proved in [83] that periodic non-amenable groups cannot have Tarski number 5. Thus the Tarski number of the free Burnside group $B(m, n)$, $m \geq 2, n \geq 665$ odd, is at least 6 . Theorem 56 in 83 relates the Tarski number and cogrowth. Using this theorem and Adian's estimate for cogrowth of $B(m, n)$ (Section 5.8.5.4), it is proved in 83 that the Tarski number of $B(m, n), m, n$ as above, is between 6 and 14. The exact value is not known. Nevertheless the following result holds (it is my answer to a question of Ozawa on Mathoverflow).

Theorem 5.9.22. There are non-amenable periodic groups with arbitrarily large Tarski numbers.

Proof. Indeed, by Theorem 5.9.19, for every $m \geq 1$ there exists a GolodShafarevich $m+1$-generated group $G$ with all $m$-generated subgroups finite. By Theorem 5.9.20, $G$ is non-amenable, and by Theorem 5.8.15 the Tarski number of $G$ is at least $m+1$.

Problem 5.9.23. Can the Tarski number of the direct product $G \times G$ be smaller than the Tarski number of $G$ ?

Problem 5.9.24. Is there a number $\geq 4$ which is not the Tarski number of some group? Is 5 the Tarski number of a group?

Remark 5.9.25. Gili Golan proved that if $G$ is non-amenable, and $Z$ is any amenable normal subgroup of $G$, then $G$ and $G / Z$ have the same Tarski numbers. This and other results about Tarski numbers of groups can be found in [100]. In particular, it is proved in [100] that 6 is the Tarski number of a group, and that for every sufficiently large $n$ there exists a group with Tarski number between $n$ and $2 n$.
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## List of Notation

$a \equiv b(\bmod N)$ elements $a$ and $b$ are equal modulo a normal subgroup (ideal) $N$, page 28
$\alpha(m, n)$ the subword of a word $\alpha$ starting at the position number $m$ and ending at the position number $n$, page 42
$a^{b} \quad b^{-1} a b, a$ conjugated by $b$, page 24
$a \rightarrow_{\Gamma} b$ object $a$ can be rewritten into $b$ using a positive move of a rewriting system $\Gamma$, page 46
$a{\underset{\Gamma}{ }}^{*} b$ object $a$ can be rewritten into $b$ using a sequence of positive moves of a rewriting system $\Gamma$, page 46
$A_{2}$ the 5 -element Rees-Sushkevich semigroup over the trivial group with sandwich matrix $\left(\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right)$, page 102
$\operatorname{bot}(\Delta)$ the bottom path of a semigroup diagram $\Delta$, page 225
$B_{2} \quad$ the 5 -element Brandt semigroup, page 55
$[a, b] \quad a^{-1} b^{-1} a b$, the group commutator of $a$ and $b$, page 24
$(a, b) \quad a b-b a$, the ring commutator of $a$ and $b$, page 27
$\mathcal{D}(\mathcal{P}, u)$ the diagram group corresponding to a semigroup presentation $\mathcal{P}$ and a word $u$, page 227
$e_{i, j} \quad$ a matrix unit, page 142
$\varepsilon(u)$ the linear diagram corresponding to a word $u$, page 14
$\mathcal{F}_{n} \quad$ the semigroup of all maps from an $n$-element set into itself, page 54
$\pi_{1}(X)$ the fundamental group of $X$, page 219
$\mathbb{F}_{p} \quad$ the field of integers modulo prime $p$, page 26
$G *_{A=A^{\prime}} G^{\prime}$ the free product of groups $G$ and $G^{\prime}$ with amalgamated subgroups $A$ and $A^{\prime}$, page 180
$\mathrm{GL}(n, \mathbb{R})$ the general linear group, page 25
$\operatorname{gp}\langle X \mid \mathcal{R}\rangle$ a group presentation, page 57
$G * G^{\prime}$ the free product of groups $G$ and $G^{\prime}$, page 180
$\operatorname{HNN}_{\phi}(G), G \star_{\phi}$ the HNN extension of the group $G$ corresponding to an isomorphism $\phi$ between two subgroups, page 178
$\iota(\Delta)$ the initial vertex of a diagram $\Delta$, page 225
$\operatorname{Lab}(p)$ the label of a path $p$ in an automaton, page 19
$\mathrm{mn}\langle X \mid \mathcal{R}\rangle$ a monoid presentation, page 57
$M_{n}(R)$ the ring of $n \times n$-matrices over a ring $R$, page 26
$M^{0}(G, I, J, P), M(G, I, J, P)$ the Rees-Sushkevich semigroups over a group $G$ with sandwich matrix $P$, page 100
$\binom{n}{k} \quad$ a binomial coefficient (the number of $k$-element subsets in an $n$-element set), page 11
$v \leq u \quad v$ is a subword of $u$, page 14
$\partial(\Delta)$ the boundary of a van Kampen diagram $\Delta$, page 172
$p_{-}$or $\iota(p)$ the tail of a path $p$, page 18
$p_{+}$or $\tau(p)$ the head of a path $p$, page 18
$(Q, A)$ an automaton with vertex set $Q$ and alphabet $A$, page 19
$\mathbb{Q}, \mathbb{R}, \mathbb{C}$ fields of rational, real and complex numbers, page 26
$S_{e} \quad$ the maximal subgroup with identity element $e$ in a semigroup $S$, page 105
$\operatorname{sg}(X|\mathcal{R}\rangle$ a semigroup presentation, page 57
$\mathrm{SL}(n, \mathbb{R})$ the special linear group, page 25
$S_{n} \quad$ the symmetric group of $n$ elements, page 54
$\mathrm{SO}(n, \mathbb{R})$ the special orthogonal group, page 25
$S^{1} \quad$ a semigroup $S$ with identity element adjoint, page 28
$\operatorname{sr}\langle X \mid \mathcal{R}\rangle$ a string rewriting system, page 51
$S^{0} \quad$ a semigroup $S$ with zero adjoint, page 81
$\tau(\Delta)$ the terminal vertex of a diagram $\Delta$, page 225
$\boldsymbol{\operatorname { t o p }}(\Delta)$ the top path of a semigroup diagram $\Delta$, page 225
$[u, a]_{\beta}^{\alpha}$ the word $u$ with $a$ inserted between every two consecutive letters and possibly at the beginning and at the end., page 75
$u \equiv v \quad$ words $u, v$ are identical, page 13
$X / \sigma$ the factor-set of a set $X$ over an equivalence relation $\sigma$, page 12
$\mathbb{Z} \quad$ the ring (group) of integers, page 26
$\mathbb{Z} \imath \mathbb{Z}$ the wreath product of two infinite cyclic groups, page 59
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[^0]:    ${ }^{1}$ This long instruction is reminiscent of some recipes from a cook book. These usually end with something like "cook for 16 minutes at 350 degrees, flipping after every 4 minutes". That is not what you want to do with an automaton.

[^1]:    ${ }^{2}$ Note that one needs to distinguish here $a^{n}=\underbrace{a \cdots \ldots a}_{n}$ from $a^{t}=t^{-1} a t$.

[^2]:    ${ }^{3}$ We do not give a definition of algorithm because everybody knows what it is, but nobody can define it precisely.

[^3]:    ${ }^{4}$ Warning: Some knowledge of elementary topology is required to read this subsection.

[^4]:    ${ }^{5}$ Note that we are using Zorn's lemma here. The partially ordered set to which Zorn's lemma applied is the set of all subsystems of $(D, T)$, so that $\left(D^{\prime}, T\right) \leq\left(D^{\prime \prime}, T\right)$ if and only if $D^{\prime} \supseteq D^{\prime \prime}$.

[^5]:    ${ }^{6}$ The set $\left\{z||z|=1\}\right.$ that separates $X_{a}$ from $X_{b}$ is of course the ping-pong net.
    ${ }^{7}$ Moreover, an infinite linear combination of elements from $A^{+}$is invertible if and only if the coefficient of 1 is not 0 .

[^6]:    ${ }^{1}$ Here and below we adopt the convention that edges having multiple labels represent bunches of parallel edges. In particular, the edge $0 \xrightarrow{a, b} 1$ in Figure 3.1 represents the two parallel edges $0 \xrightarrow{a} 1$ and $0 \xrightarrow{b} 1$.

[^7]:    ${ }^{2}$ It is somewhat similar to the notion of confluence for rewriting systems, see 1.7 .2

[^8]:    ${ }^{3}$ This is the only place in the whole proof where primitivity is used!

[^9]:    ${ }^{1}$ Note that every ring identity $f=g$ is equivalent to the identity $f-g=0$, so it is enough to consider only identities of the form $f=0$

[^10]:    ${ }^{2}$ Recall that an associative ring with the derived operation $(x, y)$ is a Lie ring. The identity $((x, y), z)=0$ then means that the Lie ring is nilpotent of class 2 .

[^11]:    ${ }^{3}$ If the ring contains 1 , then this condition is equivalent to invertibility of $1+x$.

[^12]:    ${ }^{1}$ To avoid confusion, note that the left $a$ in the notation $a \mapsto a$ is from $G$, and the right $a$ is from $H$; in general $a, a^{\prime}$ that are not equal in $G$ may be equal in $H$, so the map is not automatically injective.

[^13]:    ${ }^{2}$ The notation $G \star_{\phi}$ for HNN extensions and $G \star_{A=A^{\prime}} G^{\prime}$ for free product with amalgamation indicates a similarity between HNN extensions and free products with amalgams. Indeed (see [210]) every HNN extension is a subgroup of some natural free product with amalgamation, and every free product with amalgamation is inside some natural HNN extension.

[^14]:    ${ }^{3}$ Warning: Some knowledge of elementary topology is required to read this subsection.
    ${ }^{4}$ The full Jordan's theorem is a relatively complicated statement (although see [103]). Here we are using it only in the case when the curve is a polygon (all edges of a van Kampen diagram can be drawn as broken lines on the plane), which is relatively easy.

[^15]:    ${ }^{5}$ Although the formulations in [251, 3] and [258, 260 are similar, the book 3 has estimate $n \geq 665$ instead of $n>10^{10}$. This is a very important distinction. Even from our road map, it will be clear that proving the theorem for much smaller $n$ would require significant additional effort. Currently there are no methods of lowering the estimate to "below 50", for example.

[^16]:    ${ }^{6}$ The set of numbers to the right (left) of $r$ may be empty, still among the numbers in that set there is a maximal one!

[^17]:    ${ }^{7}$ In [258] these collections are called complete.
    ${ }^{8}$ In [258, 260 more complicated definitions of good collections of contiguity subdiagrams were used but our definition can be used instead.

[^18]:    ${ }^{9}$ Indeed, $g_{i_{1}} \cdots g_{i_{q}}$ is reminiscent of the trunk of a car which is normally in the back. On the other hand, since $G^{2}$ is in the center of $G$, we can rewrite (5.3.6) in the form $h g_{i_{1}} \cdots g_{i_{q}}$, in which case $g_{i_{1}} \cdots g_{i_{q}}$ is reminiscent of the trunk of an elephant which is normally in front.

[^19]:    ${ }^{10}$ Recall that by Corollary 1.8 .29 a free group cannot contain non-cyclic commutative subgroups, so the second part of the statement of the theorem implies the first part.

[^20]:    ${ }^{11}$ In fact one can take $C=8$.

[^21]:    ${ }^{12}$ Some of these trees are the same. The precise formula is $C_{n}=\frac{1}{n+1}\binom{2 n}{n}$ which is much smaller than $n$ !, see 308, but we will not use that formula.

[^22]:    ${ }^{13}$ Note that in this infinite "marriage ceremony", it is not clear how to distinguish males from females. We hope, though, that the reader is progressive enough and will not be bothered by this.

[^23]:    ${ }^{14}$ This is a very incomplete version of the history of hyperbolic groups. For more details see 12, 112 .

